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Abstract—Falls are one of the greatest threats to elderly health
as they carry out their daily living routines and activities.
Therefore, it is very important to detect falls of an elderly in
a timely and accurate manner, so that immediate response and
proper care can be rendered. Radar is an effective non-intrusive
sensing modality which is well suited for this purpose. It can
detect human motions in all types of environments, penetrate
walls and fabrics, preserve privacy, and is insensitive to lighting
conditions. In this paper, we use micro-Doppler features in radar
signal corresponding to human body motions and gait to detect
falls using a narrowband pulse-Doppler radar. Human motions
cause time-varying Doppler signatures, which are analyzed using
time-frequency representations and matching pursuit decompo-
sition for feature extraction and fall detection. The extracted
features include the principal components of the time-frequency
signal representations. To analyze the sequential characteristics of
typical falls, we use the extracted signal features for training and
testing hidden Markov models and support vector machines in
different falling scenarios. Experimental results demonstrate that
the proposed algorithm and method achieve fast and accurate fall
detections.

Index Terms—TFall detection, Doppler radar, matching pursuit
decomposition, time-frequency analysis, principal component
analysis, hidden Markov model, support vector machine

I. INTRODUCTION

Falls of the elderly are a major public health problem as
they often result in disability [1]. Falls are the main cause
of accidental death in the U.S. population over age 65 [2].
Immediate assistance after a fall can reduce complications of
fall risk [3]. Therefore, it is very important to detect elderly
falls in a timely and accurate manner, so that immediate
response and proper care can be rendered.

Many methods have bean developed for fall detection. The
most common physical parameter used in fall detection is the
acceleration because falling results in a variety of accelerations
in different body parts. For example, by measuring the vertical
acceleration of body, accelerometer devices are able to detect
falls [4]. However, the drawback of such technique is that one
has to wear the accelerometer devices at all time, which may
prohibit daily living routines and activities.

A fall can also be monitored using non-intrusive sensory
systems, for example, a radar system. Radar sensors can
provide valuable human body motion. Gait characterization
using various machine learning algorithms shows effective and
satisfied performance [5], [6]. In [5], six features were used
to represent the micro-Doppler signatures of the radar signal

short-time Fourier transform (STFT) results and to train a
support vector machine (SVM) for the classification of seven
activities. In [6], the Doppler signatures of human activities
are extracted using the mel-frequency cepstral coefficients
(MFCC). Based on these features, two different machine learn-
ing algorithms, SVM and k-nearest neighbor (KNN), are then
employed to detect falls. In addition, a Hidden Markov model
(HMM) based machine learning approach was applied for
human actions recognition in [7] based on a set of sequential
images.

In this paper, we utilize the HMM to characterize the time-
frequency features of radar signals for the purpose of fall
detection, and the feasibility of early warning is investigated.
We separately use two time-frequency analysis methods, i.e.,
matching pursuit decomposition (MPD) and STFT, to extract
sequential feature vectors from radar signals, and the vector
sequences are then transformed to symbol sequences by k-
means clustering for HMM training and testing.

The contribution of this work is threefold: 1) We propose
and implement MPD that extracts sequential features from
radar signals; 2) The principle component analysis (PCA) and
time sequence decimation are used to extract STFT features;
and 3) HMM based classification algorithms are developed
and their effectiveness are verified using measurement data.

The rest of this paper consists of four sections. In Section
II, we provide radar signal processing and sequential feature
extraction from radar signals using MPD and STFT. The
training and testing processes of HMMs are described in
Section IIL. In Section IV, we present our experimental results
and discussions. Section V concludes our research work.

II. RADAR SIGNAL PROCESSING AND FEATURE
EXTRACTION

We denote the received narrowband radar signal in the
continuous-time domain as

r(t) = a(t)e’ ™, (1)

where a(t) is the amplitude, and 6(t) is the phase of the
received signal.

In our experimental studies, the radar data sets were col-
lected in the Radar Imaging Lab at the Center for Advanced
Communications, Villanova University, using an Agilent net-
work analyzer. The network analyzer was operated at carrier
frequency f. = 8 GHz and was externally triggered with a



time sampling rate of 1 kHz. The record time is 10 second for
each experiment. Background subtraction is performed before
the data are processed. An example of the collected radar
signals is shown in Fig. 1. The periodic sampling results in
discrete-time observations 7[k] = 7(kT), where T = 1073 s
is the sampling interval.
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Fig. 1. Example of collected radar signal. The upper plot is the amplitude
alk] and the under plot is the phase 0[k] of a received signal.

A. Radar Signal Feature Extraction using Matching Pursuit
Decomposition

In this section we use the MPD algorithm to obtain the
feature of the radar signal u[k], which is the real part of r[k],
i.e., ulk] = R{r[k]} = alk] cos(0[k]), where R{-} denotes the
real part operation.

The MPD algorithm decomposes the signal into a series of
atoms which belong to an atom dictionary denoted by D [8].
Specifically, a Gaussian atom is described as

golk] = €oe™ 7" cos(2mukT), )

where £, is a normalizing constant for unit energy, ¢ =
{7, v, 0} represents the time-shift, frequency-shift and scaling
parameter. The signal u[k] can be decomposed iteratively as

ulb] = 3 00,1+ 7K, ®

where r;[k] is the residue after J MPD iterations, ro[k] =
u[k]. The atom used in jth iteration, g, [k], is described by
parameter set ¢; = {7;,v;,0;}. The expansion coefficient w;
is calculated as following:

wj =Y rilklgg, [k, §=0,..,0—1. (4)
k

Combining the atom parameter set ¢; and atom amplitude
parameter w; results in an expanded parameter vector e; =
[7j,v;,0;,w;]T for 1 < j <.J, where ()7 denotes matrix or
vector transpose. Stacking e; for all the J iterations yields the
feature sequence, denoted as E = [e; ey . . . ey].
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Fig. 2. Signal analysis using MPD. (a) The original signal (blue) vs. the
synthesized signal (red) using 50 MPD iterations, and (b) The residual signal
energy ratio after each iteration.

In Fig. 2(a), we compare an original radar signal u[k] (blue
curve) with its MPD representation obtained after J = 50
iterations of decomposition (red curve). This shows that the
MPD can synthesize the radar signal well. Fig. 2(b) shows
that, after 50 iterations, the residual signal energy is below
10% of the original signal energy. The generated atoms are
sorted in accordance with time-shift 7 from small to large to
form the radar signal feature vector sequence E.

B. Radar Signal Feature Extraction using STFT

During the daily living routines and activities, velocities of
different human body parts have unique patterns. For a mono-
static radar, the Doppler principle states that the frequency
shift of a radar signal reflected from a target is related with
the target velocity as follow

2f.v
c

Af = cos(a), (5)

where Af is the frequency shift, v is the velocity of target,
c is the speed of light, f. is the carrier frequency, and « is



the angle between the target moving direction and the line-of-
sight direction. Because falls usually cause a high acceleration,
falls and non-falls will generate different Doppler frequency
patterns in received signals.

The radar signal r[k] is converted into the time-frequency
domain by STFT, which is given by

K
R(m,n) = Zr[k}w*(kT — mT)e I2mnEk, (6)
k=1

where both m and n are integers, m is the time index, n =
—200, ...,0,...,200 is the frequency index, T = 1073 s is
sampling period, F' is frequency step size, w(-) is a window
function, and (-)* denotes complex conjugate.

Because the STFT transforms one-dimensional time-domain
data to two-dimensional representations in the time-frequency
domain, the size of the resulting time-frequency matrix is very
high. Fig. 3(a) shows the spectrogram matrix S = [s, ]
whose (n, m)th element s, ,, = |R(m,n)|* has a dimension
of 400 x 10000, where |-| denotes the module operation.
To facilitate HMM modeling and classification, we consider
below the reduction of the matrix dimension in both time and
frequency domains.

1) Dimension reduction in frequency domain: To choose a
frequency range for analysis, we calculate the relative energy
burst curves as [6]
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Wy(m) = Z Som + Z S m- (8
n=-—200 n=25

Comparing Figs. 3(a), 3(b) and 3(c), we find that the pat-
tern of Wa(m) in Fig. 3(c) is more representative for the
spectrogram result depicted in Fig. 3(a). It means that the
Doppler frequency ranges of -200 to -25 Hz and 25 to 200 Hz
contain more useful information. As such, spectrogram entries
corresponding to Doppler frequency from -24 to 24 Hz are
excluded from processing as they contain a high clutter energy.
The spectrogram matrix S of dimension 400 x 10000 is then
converted into matrix P = [p,, ] of dimension 352 x 10000.

After the effective frequency range is determined, we use
the PCA for feature dimension reduction. The essence of PCA
is that, through an orthogonal linear transformation, data are
converted to new orthogonal coordinates which ensure the
variance of the projection of the data to the first coordinate to
be the greatest, then the second greatest variance to the second
coordinate, and so on. Those coordinates with major variances
are called the principal components.

We use (2 to denote the frequency range to be used in
the analysis, and @ the new coordinate space spanned by
the principal components of P. The PCA is performed in the
follows steps.

1) Calculate the mean value z,,, of the mth column of P, and
subtract it from the mth column. Repeating this procedure
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Fig. 3. Spectrogram and energy burst results of the radar data. (a)

Spectrogram; (b) Energy burst curve of W1 (m); and (¢) Energy burst curve
of Wa(m).
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Fig. 4. Comparison of the energy bust curves.

for all the columns results in a new matrix Q = [¢; ]
with dimension 352 x 10000.

2) Calculate the sample covariance matrix H = QQ7.

3) Calculate the eigenvalues and the corresponding eigen-
vectors of H.

4) Select the first n largest eigenvalues sorted in a descend-
ing order. The corresponding n eigenvectors constitute
a new principal component matrix Y with dimension
352 x n.

5) Calculate the projection matrix as B = Y7 x P, where
the dimension of matrix B is n x 10%.

As a result, we are able to use principal components in space
@ to preserve the information in frequency space (2.

In Fig. 4, the energy bursts constructed from the first 10
principal components ¢ (red curve) are compared with those
of the original signal in {2 (blue curve). It is evident that space
@ consisting of the first 10 principal components preserves
the information very well. As a result, matrix P of dimension
352 % 10000 is reduced to matrix B = [by. ,,,] whose dimension
is only 10 x 10000.

2) Dimension reduction in time-domain: Because the spec-
trogram transforms the one-dimensional data into a two-
dimensional representation, it has a higher correlation in
the time-frequency domain. As such, we can decimate the
spectrogram in the time domain without noticeably compro-
mising the quality of time-frequency representations. In the
following, we choose to retain 50 samples per second, which
is consistent with the high speed motion camera we use. As
such B is converted into a new matrix U = [u;] = [ux ;] =
[bk,QOj]kzl,...,10,j=1,...,500 with dimensions 10 x 500.

After feature reduction in the frequency and time domains
as described above, the spectrogram matrix S with dimensions
400 x 10000 is transformed to a feature matrix U with
dimensions 10 x 500, whose columns contain the radar signal
time-frequency sequences.

III. HIDDEN MARKOV MODEL BASED CLASSIFICATION

In our study we use discrete HMMs to classify falls and
non-falls. Applications of HMMSs can recognize various time-
sequential data by automatically learning from the data se-
quence and optimizing model parameters [7], [9].

In our field experiment, we collected 10 data sets for each
of the three motion models, i.e., sit-stand, fall backward to
floor along radar radiation direction, and fall backward to floor
with a 45° angle to the radar radiation direction. Through
the two processing methods described in Section II we obtain
two types of feature sequence, E*? by MPD and U*” by
spectrogram, where o« = 1,2,3 is the model index, and
B8 = 1,...,10 is the sequence index. We use the k-means
clustering [10] to convert a feature vector sequence into a
symbol sequence for HMMs.

A. Model Training
An HMM ) is described by the following parameters as

A={A,B, 7}, 9

where A is the state transition matrix, B is the observation
probability matrix, and 7 is the initial state probability distri-
bution vector.

Model training based on MPD features: We cluster the
observation vectors generated by the MPD into 25 clusters.
A feature vector, e;-l "7, is transformed into a feature symbol as
following:

2

’ (10)
j=1,..,50, i=1,..,25,

o,

P = arg min |2’
7 i

ej —C;

where c?’ﬁ is the feature symbol corresponding to the MPD
feature sequence e?’ﬁ , and ¢; is the centroid of the ¢th cluster
generated by the k-means algorithm. The feature symbol
c}l’ﬁ is concatenated into a symbol sequence as ¢*® =
(7., c2%P]T. We use the symbol sequence to train the
corresponding model as

yMPD MPD
)\Oz )\Oz )7

(1)

_ a,B
= arg rﬁggc Pr(c
where AMPP is the HMM corresponding to the ath mo-
tion class. After training the HMM with the symbol se-
quences, we obtain the trained model parameter set \MFP =
{AVPD \MPD \MPD}

’ ’ .

Model training based on STFT: We cluster the observation
vectors generated by the spectrogram into 50 clusters. A
feature vector, u?'ﬂ , is transformed into a feature symbol as
following:

2

’ (12)
j=1,..,500, i =1,...,50,

a,B _ ; aB _ .
z;" =arg min |u; Z;

where z?’ﬁ

cessed STFT feature sequence u?’[j , and z; is the centroid
of the ith cluster generated by the k-means algorithm. The

is the feature symbol corresponding to the pro-



a,p
feature symbol z;

as 208 = [207 ., 2%5)T. We use the symbol sequences to

train corresponding model as

is concatenated into a symbol sequence

{STET _ B8 \STFT
Ao = arg %%)T( Pr(z®7 A7), (13)
where ASTFT is the HMM corresponding to the ath mo-
tion class. After training the HMM with the symbol se-
quences, we obtain the trained model parameter set ASTFT =

{ASTFT \STFT \STFT}
B. Model Testing:

Classification based on the features: The classification of
the motion classes based on the MPD feature vectors is given
as

& = arg max Pr(c|\MPP), (14)

where c is a feature sequence from an unknown motion class.
Classification based on STFT: the classification of the
motion classes based on the STFT feature vectors is given
as
& = arg max Pr(z| \3TFT), (15)
where z is a feature sequence from an unknown motion class.
In this paper, we also present results of early fall detection,
where we use the first section of the feature sequence with
various lengths to predict and detect falls.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

The radar signal data are collected using a narrowband
pulse-Doppler radar implemented using a network analyzer,
which is operated at a carrier frequency of 8 GHz. The network
analyzer is triggered at a 1 kHz sampling rate, and the record
time of each experiment is 10 seconds. We build and test
the HMM algorithm based on the following human motion
classes: 1) repeated sitting and standing, 2) falling backward
to floor along the radar radiation direction, and 3) falling
backward to floor with a 45° angle to the radar radiation
direction. Each category of motion class has 10 experimental
data sets.

Tables I and II demonstrate the confusion matrix of the
HMM based classification by respectively exploiting the MPD
and STFT features. In Table I, the element of the confusion
matrix corresponding to F*# and AYPP represents the ratio
of the feature vectors from motion class ¢ being classified
into class j. The entries in Table II are similarly defined.
Tables I and II clearly show that both MPD and STFT extract
the features sequences for the HMM-based methods to yield
reliable classification results.

TABLE I
HMM RECOGNITION RATE BASED ON MPD FEATURES

)\II/IPD )\I%/IPD )\g/IPD
FL8 | 90% 0 10%
F2.8 0 100% 0
F38 0 10% | 90%

TABLE II
HMM RECOGNITION RATE BASED ON STFT FEATURES

STFT STFT STFT
A A A
Uhf | 100% 0 0
U258 0 100% 0
Usf | 10% 0 90%
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Fig. 5. The global recognition rate using initial parts of the feature symbol
sequence.

Next, we explore the early fall detection with the observa-
tion sequences U*? extracted from the spectrogram. From the
10-second data in each collected data set, we separately use
the first k£ seconds to study the classification performance. The
global recognition rate is defined as

(16)

where N.(k) is the number of correct recognitions using
the first £ seconds of data, and NN is the total number of
recognitions. The results are shown in Fig. 5 as a function
of k.

We regard the entire 10 seconds of the radar recording as
an event, and use the early information of an event to forecast
which motion is going to take place. As we can see from
Fig. 5, the results improve as more number of observations
of an event becomes available. An 75% forecast accuracy is
achieved using the information of the first 5 seconds, whereas
the accuracy is increased to 85% when the first 8 seconds of
the observed data are used.

V. SUPPORT VECTOR MACHINE BASED CLASSIFICATION

In this section, we present a brief introduction of SVM,
which is widely applied for classification and regression anal-
ysis. The form of SVM’s training data can be denoted as G =
{(Xi, yi),i =1,..., M}, where x; = [xi,l, Ti,2y ey l‘i7m]T S
R™ is a feature vector and y; € {+1, —1} denotes a class label
of the vector x;. Kernel-based SVM can separate the set of
training data GG into two classes by a hyperplane. In our paper,
we use the the C-SVM model to find the optimal hyperplane



by solving the following minimization problem [11]:

M
L
min —-w'w+C i
w,b,&ii=1,...,.M 2 ;5 (17)
subject to yi(w-x;)+b>1-¢&,

§i>07

where w is the direction vector of a optimal separation
hyperplane, C' > 0 denotes the penalty parameter of the error
term, and &;,7 = 1, ..., M, are slack variables. Minimizing the
object function yields the optimal separation hyperplane. Thus,
for test data vector x, the decision function is expressed as

D via(x-x;) +b =0,

i€z

(18)

where Z is a subset of the indices {1,..., M}, which means
that not all of training data G can be the support vectors, and
«; is the Lagrangian multiplier. Substituting (x - x;) by the
kernel function K (x,X;) in the above expression results in the
following decision function:

F(x) =sen [ >y K (x,%;) + b (19)

i€Z

We use the MPD features of the radar signal as the
training and testing data for the SVM. The MPD feature
vector can be denoted as a 1 x 200 row vector x; =
[7'1 V1 01 W1 Tg Vg 02 W2 . .. T50 Vs0 050 w50}. The obtained
results are summarized in TABLE III with type 1 denoting the
repeated sitting and standing, type 2 falling backward to floor
along the radar radiation direction, and type 3 falling backward
to floor with a 45° angle to the radar radiation direction.

TABLE III
SVM RECOGNITION RATE BASED ON MPD FEATURES
type 1 | type 2 | type 3
type 1 | 100% 0 0
type 2 0 100% 0
type 3 0 0 100%

VI. CONCLUSIONS

In this paper, novel fall detection techniques were developed
based on time-frequency analysis and hidden Markov models
(HMMs). We first presented two methods, the matching pursuit
decomposition and the spectrogram, for extracting features
from radar signals reflected by human bodies to detect falls.
Based on these features, HMM based classification approaches
were applied. The processed results show that the proposed
approach is very effective in detecting and classifying human
falls. We also proposed early forecast for a fall event and
demonstrated promising results. The support vector machine
(SVM) recognition rate based on matching pursuit decom-
position (MPD) features shows that the SVM is also a very
promising method.
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