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ABSTRACT
Multi-window spectrograms offer higher energy concentration in contrast to the traditional single-window spectrograms. However, these quadratic time-frequency distributions were not introduced to deal with randomly undersampled signals. This paper applies sparse reconstruction techniques to provide time-frequency representations of nonstationary signals using the Hermite functions as multiple windows, under randomly sampled or missing data. The multi-window sparse reconstruction approach improves energy concentration by utilizing the common local sparse frequency support property across the different employed windows.
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1. INTRODUCTION
Time-frequency distributions (TFDs) are a powerful tool for the analysis of signals with time-varying spectrum [1], [2]. These signals are frequently encountered in various areas, such as radar, seismology and biomedicine [3]. Numerous investigations have been made in order to find the optimal time-frequency representation (TFR). However, even though different TFDs have been proposed, none has provided an ideal TFR for all signal categories.

The simplest linear TFR is the short-time Fourier transform (STFT). This transform is obtained by projecting the signal over the Fourier basis defined by a sliding window in time. The square modulus of STFT is spectrogram. The main issue of spectrogram is that its resolution in the time-frequency domain is dependent on the window size and shape. This drawback limits the use of a single-window spectrogram, motivating the introduction of different approaches employing a set of windows [4]– [5]. The discrete prolate spheroidal sequence (DPSS) and the Hermitian functions are well-known approaches for the generation of such windows. The DPSS is an optimal sequence for providing maximum spectral concentration [6]. The Hermite functions are also attractive due to their simplicity, recursion, and performance comparison with DPSS [6], [7].

Traditional bilinear or quadratic time-frequency analysis is not suited to deal with incomplete data. Over the past few years, compressive sensing (CS), an approach that addresses the issue of missing samples, has become an area of growing interest [8]- [10]. Even though CS has been extensively studied in many areas, few researchers have addressed the sparsity in the time-frequency domain [11]- [16].

In this paper, we consider multi-window sparse reconstruction of TFR of signals with missing samples. In order to do so, we realize that spectrograms obtained from a set of Hermite functions share similar support in the time-frequency domain. This inspires, from a sparse reconstruction perspective, the application of multi-measurement vector model [17] to provide desirable multi-window TFR from compressed data observations. Unlike spectrograms, these reconstructions techniques are not Fourier based and as such resolution does not explicitly depend on the employed data window length or neither it is bounded by Rayleigh limit. Attempts to enhance resolution in the time-frequency domain have so far applied the parametric approach in lieu of Fourier transform [18], [19]. In contrast to the approach in [20], there is no need for designing a reduced interference distribution kernel from which windows are computed. In our case, the window functions and their properties are known in advance.

The paper is organized as follows. In Section 2, we review the multi-window spectrogram concept and the definition of the Hermite functions. The recovery of multi-window TFR using the multiple-measurement vector approach is presented in Section 3, whereas simulation results are presented in Section 4. Conclusion is given in Section 5.
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2. MULTI-WINDOW TIME-FREQUENCY SIGNAL REPRESENTATION

A multi-window spectrogram, $SPEC_{MW}(t, \omega)$, can be defined as the weighted sum of $L$ spectrograms $SPEC_l(t, \omega)$, $l = 0, 1, ..., L - 1$, expressed as [21],

$$SPEC_{MW}(t, \omega) = \sum_{l=0}^{L-1} c_l(t)SPEC_l(t, \omega), \quad (1)$$

where the weights are determined by the coefficients $c_l(t)$. Each spectrogram in (1) is obtained by applying a Hermite function of $l$-th order $\Phi_l(\tau)$ to the windowed signal $s(t)$ and computing the Fourier transform, i.e.,

$$SPEC_l(t, \omega) = \left| \int s(t + \tau)\Phi_l(\tau)e^{-j\omega \tau}d\tau \right|^2. \quad (2)$$

The Hermite functions of the 0th and 1st order are respectively defined as,

$$\Phi_0(t) = \frac{1}{\sqrt{\pi}}e^{-t^2/2}, \quad (3)$$

$$\Phi_1(t) = \sqrt{2t}e^{-t^2/2}. \quad (4)$$

By using recursion, Hermite functions of the higher order can be efficiently computed as

$$\Phi_l(t) = t\sqrt{\frac{2}{l}}\Phi_{l-1}(t) - \sqrt{\frac{l-1}{l}}\Phi_{l-2}(t), \forall l \geq 2. \quad (5)$$

Figure 1 shows the Hermite functions from the 0th to the 5th order. By using this set of functions as windows in spectrogram, we can significantly improve signal power concentration in the time-frequency domain, which is demonstrated in Figure 2 for a signal consisting of two sinusoidal frequency modulated (FM) components.

A higher number of Hermite functions will provide better concentration in the time-frequency domain. For a signal $A(t)e^{j\Psi(t)}$, the optimal number $L$ depends on the signal phase order. Additionally, if $A(t)$ is constant over a window, i.e., $A(t) = A(t + \tau)$, the weighting coefficients $c_l(t)$ can assume constant value [21]. In this paper, we use six Hermite functions and set constant values of the weighting coefficients.

3. RECONSTRUCTION OF THE MULTI-WINDOW TFR

In this section, we address the issue of estimating the multi-window TFR of a signal vector $x = [x(1), ..., x(N)]^T$ which has missing samples in the time domain, where $(\cdot)^T$ denotes transpose. This signal can be represented as the sum of the original signal $s(n)$ and the set of missing samples at random positions $n_i$, i.e.,

$$x(n) = s(n) - \sum_{n_i} \delta(n - n_i)s(n). \quad (6)$$

The multi-window spectrogram of $x$ using $L$ Hermite functions is defined as,

$$SPEC_{MW}(n, k) = \sum_{l=0}^{L-1} c_l \left| \sum_m (s(n + m) - v(n + m))\Phi_l(m)e^{-j2\pi km/N} \right|^2, \quad (7)$$

where

$$v(n) = \sum_{n_i} \delta(n - n_i)s(n). \quad (8)$$

Due to the missing samples in the time domain, the resulting TFR suffers from noise-like artifacts. These artifacts clutter the desired TFR and obscure the signal time-frequency signatures. In order to reduce the artifacts and
Figure 1. Hermite functions from the 0th to the 5th order.

Figure 2. TFRs of a multi-component signal consisting of two sinusoidal FM components.
Figure 3. Spectrograms of a multi-component signal consisting of a chirp and a sinusoid. Hermite functions from 0th to 5th order are employed as windows.

obtain proper signal TFR, we utilize sparse recovery approach. Namely, for the majority of nonstationary signals, the TFRs can be considered sparse, since the energy is localized over a small bandwidth at a given time instant. This property invites the applications of sparse recovery methods for time-frequency signal representations. More specifically, in the case of multi-window spectrogram, we observe that all spectrograms in (7) share similar frequency support. This property is evident in Figure 3, where Hermite function based spectrograms of a multi-component signal consisting of a chirp and a sinusoid are shown. This feature translates into common sparsity support within the compressive sensing paradigm. We incorporate the common sparsity support in the underlying problem through the multiple vector measurements approach where multiple windows are used [17]. For the $l$th Hermite function window we have the linear model,

$$ y_n^l = W_nf_n^l, $$

where $y_n^l$ is the measurement vector, $f_n^l$ is the sparse vector, while $W_n$ is a partial Fourier matrix at time $n$ and is the same for $l = 1, \ldots, L$. After obtaining $f_n^l$, $\forall l$, under the common sparsity property, we can estimate multi-window TFR. If we denote $D$ as the estimated multi-window TFR, then each column of $D$, which corresponds to time $n$, is obtained as,

$$ d_n = \sum_{l=0}^{L-1} c_l|f_n^l|^2. $$

It should be noted that (10) can also be used when each $f_n^l$ is reconstructed separately, i.e., without imposing the joint sparsity support. However, $f_n^l$ obtained in this manner do not, in general, share the sparsity support. Hence, the result is different and less attractive than the case when all vectors are provided simultaneously. It is noticed that the use of multi-window approach in TFR provides two advantages in contrast to the single-window approach. The multi-window approach overcomes the resolution limitations of spectrogram. Additionally, multiple windows produce multiple measurement sets which improve the sparse vector estimation.
Figure 4. Multi-window spectrogram of a linear FM signal.

Figure 5. Multi-window TFRs using the joint sparsity approach and separate reconstruction.

4. SIMULATION RESULTS

In this section, we evaluate the multi-window approach using a set of Hermite functions for the sparse recovery of the TFR. The results demonstrate that multiple windows are a powerful tool for enhancing the energy localization and in conjunction with the joint sparsity support constraint, they can be used for enhanced time-frequency distributions.

4.1 Mono-component signal

We first consider a linear FM signal, i.e., chirp (Figure 4(a)). The signal is randomly undersampled, with only 30% out of 256 samples present. The high number of missing samples degrades the multi-window spectrogram (Figure 4(b)). The result obtained using the M-FOCUSS algorithm, i.e., assuming joint sparsity support is shown in Figure 5(a). As a comparison, we also include result obtained by reconstructing each $f_n$ in (10) separately using orthogonal matching pursuit (OMP), i.e, without imposing the joint sparsity support (Figure 5(b)). The superiority of the former approach is evident.
4.2 Multi-component signal

In the next example, we consider multi-component signal. The signal being observed consists of a two sinusoidal FM signals. 50% of 256 data samples are randomly missing. As in the previous case, we notice the distortion in the multi-window spectrogram caused by missing samples in the time domain (Figure 6). Significant improvement is obtained by using the joint sparsity approach, as shown in Figure 7(a). Further, the TFR is efficiently estimated and contains low artifacts when compared to the case of reconstructing each TFR separately, as shown in Figure 7(b).

5. CONCLUSION

In this paper, we provided time-frequency signal representations in the case of incomplete data using Hermite functions and compressive sensing. Multi-window spectrogram is a well-known technique for overcoming the limited resolution of the traditional spectrogram; however, it was not designed to deal with missing samples. By using the fact that spectrograms corresponding to different Hermite functions share similar sparse support, we showed that the use of multiple windows within the sparse reconstruction framework is beneficial for two reasons; it provides high energy localization, i.e., resolution, and improves the sparse signature recovery.
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