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Abstract— In this paper, we develop a protocol for the
construction of cooperative networks when the channel state
information is not available at the transmitters and the receivers.
In the proposed protocol, differential space-time codewords are
generated at the source terminal. In the broadcast phase, each
row of the differential space-time codeword is transmitted to
a different relay, whereas in the relay phase, the relaying
terminals retransmit the codeword through simple amplify-and-
forward algorithm. The performance of the cooperative diversity
system is analyzed for a two-user case for different channel
environments in terms of the diversity gain and the diversity
product. The optimization of the power allocation between source
and relay terminals is considered for the maximization of the
diversity product. When the same modulation scheme is used,
the performance of differential detection is degraded by 3 dB
noise enhancement compared with coherent detection.

Index Terms— Cooperative diversity, MIMO, space-time cod-
ing, differential coding.

I. INTRODUCTION

THE multi-input-multi-output (MIMO) technology, incor-
porating appropriate space-time coding schemes, allows

considerable increase of the information capacity in fading
channels [1]–[4]. Without increasing premium bandwidth or
transmit power, a MIMO system can achieve higher diversity
gains and data rates, compared to single-input or/and single-
output system counterparts.

It is often impractical, however, for a transmitter to host
a large number of antennas for a desirable diversity gain,
especially for small size transceivers operating at relatively
low frequencies. In addition, delivery of information from
a transmitter to a receiver can be compromised when they
are distant apart, or when the wireless channel links are
highly impairing. This difficulty arises in a wide class of
wireless networks, such as local area networks (LANs), sen-
sor networks, and ad hoc networks. For these applications,
cooperative diversity exploiting cooperation among multiple
terminals proves desirable.

The cooperative diversity techniques have recently attracted
considerable attentions. In responding to the increasing needs
of effective and reliable wireless networks in various appli-
cations, the development of cooperative diversity techniques
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has benefitted from the recent advances of space-time codes,
transmit diversity, and MIMO technologies. Recent research
work has shown system feasibility and provided capacity
analyses of different cooperative diversity techniques (see for
example, [5]–[21]). These methods assume that channel state
information (CSI) is available at the receivers, although few
assume CSI knowledge at the transmitters.

CSI knowledge at the receivers is usually obtained through
channel estimation, either using training (pilot) signals or
utilizing blind methods. However, channel estimation is often
complicated and may reduce the transmission efficiency, if
pilot signals are used. In addition, the estimation becomes
unreliable and impractical in fast fading environments [22]. In
such situations, MIMO systems often adopt differential space-
time coding schemes which use differential codes between two
adjacent space-time code matrices so that the decoding at the
receiver is independent of the fading channels [22]–[30].

As the cooperative diversity schemes involve both broadcast
and relay phases, multiple cooperative terminals should be
considered. The propagation channels are, therefore, more
complicated than those encountered in MIMO scenarios [31].
Accordingly, the consideration of system design without as-
suming knowledge of CSI at a receiver becomes a practical
requirement.

So far, several differential cooperative diversity schemes
have been developed for applications in the absence of CSI
knowledge at the receivers. A repetition-based differential
amplify-and-forward scheme is proposed in [32] for a single-
relay scenario, where differentially encoded BPSK signals are
used. In [33], a differential modulation scheme is proposed for
two-user cooperative diversity systems, where the relay termi-
nals use QPSK modulation to transmit two BPSK streams.
The information of one user stays in the in-phase axis (I-
axis) while that of the other user stays in the quadrature-phase
axis (Q-axis). In [34], a non-coherent decode-and-forward
scheme is developed for binary frequency shift keying (BFSK)
modulations.

In this paper, we develop a new distributed space-time
modulation scheme for cooperative systems that require no
knowledge of the CSI at both transmitters and receivers. In
the proposed protocol, differential space-time codewords are
generated at the source terminal, and each row of a codeword
is relayed by a different relay terminal. Fundamentally, any
differential space-time codes can be employed in the proposed
scheme, whereas the relay terminals implement a simple
amplify-and-forward relaying algorithm. An entry of the user’s
differential space-time codeword is not based on any specific
modulation such as PSK or FSK. The performance of the
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cooperative diversity system is analyzed for a two-user case
for different channel environments in terms of the diversity
gain and the diversity product. The optimization of the power
allocation between source and relay terminals are considered
for the maximization of the diversity product. Roughly, the
performance of differential detection is degraded by 3 dB noise
enhancement compared with the coherent detection, when the
same modulation scheme is used.

In this paper, we consider memoryless channels and assume
that the terminals transmitting the same distributed space-time
codeword are synchronized at the destination receiver. When
the channels are not perfectly synchronized, the synchroniza-
tion error between the terminals can be considered as channel
dispersion effect [35]. The effect of channel dispersion in
cooperative network as well as the effective approaches using
equalization and orthogonal frequency division multiplexing
(OFDM) techniques have been considered in [35]–[37].

This paper is organized as follows. In Section II, the system
model is introduced. In Section III, we review the existing
cooperative protocols, and then propose a new protocol which
is effective to transmit distributed information when the CSI
is unavailable at the receivers. The differential space-time
cooperative structure is shown in Section IV and the perfor-
mance analysis is provided in Section V. Numerical results are
provided in Section VI.

II. SYSTEM MODEL

To illustrate the concept of cooperative diversity in a wire-
less network, consider a simple narrowband communication
model as depicted in Fig. 1(a). Each user cooperates with the
other users and serves as a relay terminal for them. Therefore,
each user receives an attenuated and noisy version of the
partners’ transmitted signal and relays it to the destination or
other relays. The destination terminal receives a noisy version
of the sum of the attenuated signals from all users (see Fig.
1(b)). Denote the number of users as M . The received signal
at the destination during the lth symbol period is expressed in
the baseband model as

y(l) =
M∑
i=1

γi0hi0(l)xi(l) + n(l), (1)

where we used subscript 0 to denote the destination terminal
for notational convenience. In (1), xi(l) is the source or
relaying signal transmitted by the ith user, for i = 1, 2, · · · , M ,
γi0 is the large-scale attenuation factor of the channel between
the ith terminal and the destination, whereas hi0(l) represents
the respective unit-variance small-scale time-varying statistics
of the channel. In addition, n0(l) is the additive channel noise
term at the destination.

It is assumed that a relay terminal does not receive signals
from other users when it is transmitting. Therefore, the signal
received at relay terminal k is expressed as

r(k)(l) =
∑
i�=k

γikhik(l)xi(l) + n(k)
r (l). (2)

where γik and hik(l), respectively, represent the large-scale
attenuation factor and the small-scale time-varying statistics
of the channel between user terminals i and k, and n

(k)
r (l) is

(a)

relay

relay

destinationsource

(b)

Fig. 1. System model.

the additive channel noise term at the relay receiver k, where
i, k = 1, 2, · · · , M .

Depending on how the relay terminals relay the signals
from other users, two major schemes can be devised, namely,
amplify-and-forward and decode-and-forward. In this paper,
we focus on the simpler amplify-and-forward scheme which
requires the least complexity at the relay terminals.

III. COOPERATION PROTOCOLS

A. Existing Protocols

Several cooperative diversity protocols have been investi-
gated. The early protocols used repetition-based approaches,
which is illustrated in Fig. 2(a) [8], [19]. After source terminal
i broadcasts a block of information symbols (e.g., si(l) =
[si(l), si(l + 1), · · · , si(l + L − 1)], where L is the length of
the data block) to the destination and the relay terminals, all
relay terminals repeat the same data (i.e., si(l) = [si(l), si(l+
1), · · · , si(l + L − 1)]) in a sequential order.

Recently, more effective protocols have been developed to
take advantages of the advances of MIMO space-time codes.
For example, [8] and [19] proposed space-time cooperation
protocols which are illustrated in Fig. 2(b) and (c). In the
broadcast phase, the source terminal i broadcasts a block of
information symbols (e.g., si(l) = [si(l), si(l + 1), · · · , si(l +
L − 1)]) to the destination and the relay terminals. In the
relay phase, for scheme I depicted in Fig. 2(b), the source
and the relay terminals transmit different rows of a space-time
codeword Xi(ν), which is constructed from si(l), where ν
denote the index of a coded data block. Space-time cooperative
scheme II is very similar to scheme I. The only difference
between them lies in the fact that in scheme I, the source
terminal takes part in the relay phase, whereas in scheme II
it does not. Such protocols provide more effective bandwidth
use, particularly when the number of cooperative users is large.

B. Proposed Protocol

Most existing cooperative protocols assume that the CSI
is known at the receivers. In this section, we develop a
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Fig. 2. Cooperative diversity schemes.
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Fig. 3. The proposed space-time cooperation scheme.

protocol that is applicable to space-time cooperation, where
the CSI is unavailable at the receivers. The proposed pro-
tocol performs differential distributed space-time coding and
information detection using the relatively simple amplify-and-
forward algorithm. Fig. 3 depicts the proposed protocol. When
considering user i as the source user, the other M − 1 ones
act as its relays. At the source terminal, an M × M space-
time codeword, Xi(ν), is formed from the source information
symbols. Each of the M−1 relay terminals receives a different
row of the codeword Xi(ν) that is transmitted from the source
user through the broadcast phase (i.e., during the first M − 1
time blocks). All the M rows of Xi(ν) are transmitted from
the M terminals in the relay phase which spans the M th time
block. It is noted that the destination listens to the source
during the broadcast phase, whereas it listens to the source
and the relay terminals during the relay phase.

Consider the simple case of two users, i.e., M = 2.
The source terminal forms a 2 × 2 MIMO space-time code-
word Xi(ν) from the source information symbols si(l) =
[si(l), si(l+1), · · · , si(l+L−1)]. Then, using the cooperative
protocol, the source and relay terminals equivalently transmit
the following 2 × 4 codeword X̂′

i(ν) in the cooperative

diversity system, i.e.,

Xi(ν) =
[

xi(ν, 1) xi(ν, 2)
xi(ν, 3) xi(ν, 4)

]

⇒ X̂′
i(ν) =

[
xi(ν, 3) xi(ν, 4) xi(ν, 1) xi(ν, 2)

0 0 x̂i(ν, 3) x̂i(ν, 4)

]
,

(3)
where x̂i(ν, τ) is the complex scaled and noisy version of
xi(ν, τ). In the above space-time codewords, the columns
specify the time dimension, whereas the rows specify the space
dimension (i.e., antennas or relay terminals).

IV. DIFFERENTIAL COOPERATION SCHEMES

In this section, we first briefly review the differential space-
time codes developed for MIMO systems, and then show the
feasibility of employing them in the space-time cooperation
applications through the proposed protocol.

A. Differential Space-Time Codes

In order to deal with rapid MIMO fading environments
where the CSI is unavailable at the receiver, differential space-
time codes can be used. For essence, differential coding
between two adjacent space-time code matrices is used so
that the decoding at the receiver can be performed without
the knowledge of channels [22]–[30]. Differential space-time
codes are most commonly used in the form of unitary matrices
[22], [27].

Let G = {Gi, i = 1, · · · , N} be a set of M × M unitary
matrices (i.e., GiGH

i = GH
i Gi = IM , where IM is the M ×

M identity matrix). log2 N information bits are mapped to
one of the N unitary matrices Gi in G. To send the message
G(ν) ∈ G over time block ν, the transmitter sends an M ×M
matrix C(ν) where

C(ν) = C(ν − 1)G(ν) = C(0)
ν∏

τ=1

G(τ), (4)

and C(0) is the initial value of C(ν). Matrix C(ν) takes the
following general format

C(ν) =

⎡
⎢⎢⎣

c11(ν) c12(ν) ... c1M (ν)
c21(ν) c22(ν) ... c2M (ν)

...
...

. . .
...

cM1(ν) cM2(ν) ... cMM (ν)

⎤
⎥⎥⎦ . (5)

The spectral efficiency of this code is (1/M) log2 N bits per
channel use. When the channels corresponding to different
transmit antennas are independent and identically distributed
(i.i.d.), C(ν) is often designed to take the form of unitary
matrices for improved system capacity [23], [24], [26]. That
is,

C(ν)CH(ν) = IM . (6)

In this case, C(0) is chosen as unitary.
The differential space-time coding scheme works well in

time-varying channels, provided that the channels do not
change significantly over a period of two adjacent codewords,
i.e., h(ν − 1) = h(ν), where h(ν) = [h10(ν), · · · , hM0(ν)]
is a vector channel with the ith element representing the
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channel coefficient between the ith transmit antenna and
the destination receiver. Denote the signals received at the
destination receiver corresponding to the (ν − 1)th and νth
codewords as

y(ν − 1) = h(ν − 1)C(ν − 1) + n(ν − 1)

and
y(ν) = h(ν)C(ν) + n(ν),

then we have

y(ν) = h(ν − 1)C(ν − 1)G(ν) + n(ν)

= [y(ν − 1) − n(ν − 1)]G(ν) + n(ν).
(7)

Because G(ν) is unitary, −n(ν − 1)G(ν) can be considered
as additional noise term with the same variance as n(ν).
Therefore, the information G(ν) can be recovered from y(ν−
1) and y(ν) through the above relationship at the expense that
the equivalent noise power is doubled.

B. Differential Space-Time Cooperative Schemes

We now consider the feasibility of extending the differential
space-time codes to cooperative networks. For the clarity of
the presentation of the proposed method, we ignore the noise
effect in this section. The effect of noise, and the optimization
of power allocation in different antennas as well as different
broadcast and relay phases, will be considered in Section V
for a two-user scenario.

Assume that there are M users cooperating with each other.
Without loss of generality, we only focus on the first user’s
information and the user index is omitted without confusion.
Following the protocol depicted in Section III, C′ ∈ CM×M2

is constructed from the corresponding differential space-time
codeword C ∈ G. Because different rows of the distributed
space-time code (DSTC) codeword undergo different propa-
gation channels with different attenuations, it is desirable to
allocate energy adaptively to different rows. For this purpose,
the DSTC is expressed in the generalized format as expressed
in equation (8), shown at the top of the next page1, where
Pi ≥ 0 is the transmit power of different users, i = 1, · · · , M ,
and αi ≥ 0 is used to adjust the transmit power at the
source terminal corresponding to different codeword rows.

Because C(ν) is unitary,
M∑

k=1

|cik|2 = 1 for i = 1, · · · , M .

Therefore, the total codeword power of the DSTC in (8)

is P = P1

M∑
i=1

α2
i +

M∑
i=2

Pi. The optimization of the power

allocation is considered in Section V. It is assumed that signals
transmitted from different terminals are synchronized at the
destination receiver.

1An alternative and more general format of the codeword can take the
following format (factors for power allocation are omitted for simplicity):

C′(ν) =

⎡
⎢⎢⎣

2nd raw of C(ν) 3rd raw of C(ν) 4th raw of C(ν) · · · 1st raw of C(ν)
0 2nd raw of C(ν) 2nd raw of C(ν) · · · 2nd raw of C(ν)
0 0 mix. 2nd & 3rd raws of C(ν) · · · mix. 2nd & 3rd raws of C(ν)
...

...
...

. . .
...

0 0 0 · · · mix. 2nd to Mth raws of C(ν)

⎤
⎥⎥⎦ .

Note that this structure is identical to (8) when M = 2.

Next, we consider the detection of differential DSTC code-
word C′(ν) without using the CSI. From (4) and (8), the rela-
tionship between two adjacent differential DSTC codewords,
C′(ν) and C′(ν − 1), and the information codeword G(ν) is
expressed as

C′(ν) = C′(ν − 1)G′(ν) = C′(0)
ν∏

τ=1

G′(τ), (9)

where

G′(ν) = diag [G(ν), · · · ,G(ν) ] = IM ⊗ G(ν), (10)

with ⊗ denoting the Kronecker product operator. Because
G(ν) is unitary, it is clear that the M2 × M2 matrix G′(ν)
is also unitary (i.e., G′(ν)(G′(ν))H = IM2 ).

Note that the encoding process of (9) is performed at
the source terminal and, therefore, it does not require the
relay terminals to perform encoding or to possess information
required in the differential coding process. In addition, it is
noted that the distributed space-time codeword C′(ν) is, in
general, not unitary. However, because G′(ν) is unitary, we
have

C′(ν)[C′(ν)]H = C′(ν − 1)G′(ν)[G′(ν)]H [C′(ν − 1)]H

= C′(ν − 1)[C′(ν − 1)]H

= C′(0)[C′(0)]H .
(11)

Therefore, the transmit power of C′(ν) is unchanged for
different ν and, subsequently, the robustness of the differential
code is guaranteed.

Denote h̃(ν) = [h10(ν), h12(ν)h20(ν), · · · , h1,M (ν)hM,0(ν)]
as the 1 × M channel vector whose components are
assumed constant for any two adjacent codewords (i.e.,
h̃(ν) = h̃(ν − 1)) and are statistically independent over time.
Then, the 1 × M2 received signal vector at the destination
terminal is given by

y(ν) = h̃(ν)C′(ν) = h̃(ν)C′(ν − 1)G′(ν)

= h̃(ν − 1)C′(ν − 1)G′(ν) = y(ν − 1)G′(ν).
(12)

From (12), it becomes evident that the differential detec-
tion is feasible in cooperative networks because G′(ν) and,
equivalently, G(ν), can be recovered from y(ν) and y(ν−1),
without the knowledge of the channel characteristics.
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C′(ν) =

⎡
⎢⎢⎣

α2

√
P1c21(ν) · · · αM

√
P1cMM (ν) α1

√
P1c11(ν) · · · α1

√
P1ĉ1M (ν)

0 · · · 0
√

P2c21(ν) · · · √
P2c2M (ν)

...
...

...
...

. . .
...

0 · · · 0
√

PMcM1(ν) · · · √
PMcMM (ν)

⎤
⎥⎥⎦ (8)

V. PERFORMANCE ANALYSIS

A. Signal Model

In this section, we consider the performance of the proposed
system. For simplicity, we only consider a two-user scenario
(ref. Fig. 4), while the extension to multi-user scenarios is
straightforward. Because of the symmetry, we focus only on
the transmission of user 1’s information, whereas the second
user is regarded as the relay.

Consider the generalized codeword Ĉ′(ν) which considers
the relay noise and takes the following form

Ĉ′(ν)

=
[√

P1c21(ν)
√

P1c22(ν) α
√

P1c11(ν) α
√

P1c12(ν)
0 0

√
P2ĉ21(ν)

√
P2ĉ22(ν)

]
,

(13)

where ĉik denotes the attenuated and noisy version of cik,
i, k = 1, 2. The expression of ĉik will be implicitly given
later in (16). The total energy used to transmit Ĉ′(ν) is P =
(1 + α2)P1 + P2. Note that, while we only use a single α
(α ≥ 0) in the first row (compared to α1 and α2 in (8)), it is
obvious that α, P1, and P2 together provide enough degrees-
of-freedom to adjust the power over different terminals and
different time slots.

We first consider the signal flow during time block ν which
spans four time slots. In the first two time slots, c21(ν) and
c22(ν) are transmitted from user 1’s antenna. As the result, the
signals received at relay terminal (user 2) and the destination
receiver are expressed, respectively, as

[ r1(ν), r2(ν) ]

=
√

P1γ12h12(ν) [ c21(ν), c22(ν) ] + [ nr1(ν), nr2(ν) ]
(14)

and

[ y1(ν), y2(ν) ]

=
√

P1γ10h10(ν) [ c21(ν), c22(ν) ] + [ n1(ν), n2(ν) ] ,
(15)

where ni(ν) and nri(ν) denote, respectively, the receiver noise
at the destination and the relay at time slot i within time block
ν.

At the second time block, c11(ν) and c12(ν) are transmitted
from user 1’s antenna, and r1(ν) and r2(ν) are relayed from
user 2’s antenna after the amplification. The received signal

at the destination receiver becomes

[ y3(ν), y4(ν) ]

=
[√

P1γ10h10(ν),
√

P2γ20h20(ν)
] [αc11(ν) αc12(ν)

ĉ21(ν) ĉ22(ν)

]

+ [n3(ν), n4(ν) ]

=
[√

P1γ10 h10(ν),
√

P1P2γ20γ12h20(ν)h12(ν)g2

]
·
[

αc11(ν) αc12(ν)
c21(ν) c22(ν)

]
+
√

P2γ20h20(ν)g2 [ nr1(ν), nr2(ν) ] + [ n3(ν), n4(ν) ]

=
[√

P1γ10 h10(ν),
√

P2γ20h20(ν)h12(ν)g̃2

]
·
[

αc11(ν) αc12(ν)
c21(ν) c22(ν)

]
+
√

P2

P1

γ20

γ12
h20g̃2 [ nr1(ν), nr2(ν) ] + [ n3(ν), n4(ν) ] ,

(16)

where

g2
2 =

{
E
[|r1(ν)|2 + |r2(ν)|2]}−1

=
{
E
[
P1γ

2
12|h12(ν)|2 + n2

r1(ν) + n2
r2(ν)

]}−1

=
[
P1γ

2
12 + 2σ2

rn

]−1
= P−1

1 γ−2
12

[
1 +

2σ2
rn

P1γ2
12

]−1

(17)
is a power normalization factor such that the total energy
transmitted from the relay terminal over the two symbols is
P2, and

g̃2
2 = g2

2P1γ
2
12 =

P1γ
2
12

P1γ2
12 + 2σ2

rn

≤ 1 (18)

is the power ratio at which the relay terminal transmits the
desired signal in the presence of relay noise. In (17) and (18),
σ2

rn = E
[|nr1(ν)|2] = E

[|nr2(ν)|2] is the variance of the
relay noise.

Equations (14) – (17) can be combined into the following
format

y(ν) = h(ν)C′(ν) + n(ν) +
√

P2

P1

γ20

γ12
h20g̃2nr(ν)︸ ︷︷ ︸

n̂(ν)

, (19)

where

y(ν) = [y1(ν), y2(ν), y3(ν), y4(ν)]

h(ν) = [γ10h10(ν), γ20h20(ν)h12(ν)g̃2]

n(ν) = [n1(ν), n2(ν), n3(ν), n4(ν)]

nr(ν) = [0, 0, nr1(ν), nr2(ν)],
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and

C′(ν)

=
[√

P1c21(ν)
√

P1c22(ν) α
√

P1c11(ν) α
√

P1c12(ν)
0 0

√
P2c21(ν)

√
P2c22(ν)

]
.

(20)
It is noted that, because of the relay noise, the average
power that the relay terminal uses to transmit the useful
information is P2g̃

2
2/2 for each symbol, whereas the average

power transmitted from the relay terminal is P2/2 per symbol.
Similar to (19), for time block ν − 1, we have

y(ν − 1) = h(ν − 1)C′(ν − 1) + n(ν − 1)

+
√

P2

P1

γ20

γ12
h20g̃2nr(ν − 1)

= h(ν)C′(ν − 1) + n(ν − 1)

+
√

P2

P1

γ20

γ12
h20g̃2nr(ν − 1),

(21)

where again h(ν) = h(ν − 1) is assumed. With the noise

components considered, y(ν) and y(ν − 1) are now related
through the following relationship

y(ν) = y(ν − 1)G′(ν) + ñ(ν), (22)

where

ñ(ν) =

[
n(ν) +

√
P2

P1

γ20

γ12
h20g̃2nr(ν)

]

−
[
n(ν − 1) +

√
P2

P1

γ20

γ12
h20g̃2nr(ν − 1)

]
G′(ν).

(23)
Because G′(ν) is unitary, it is evident from the above equation
that the differential decoding doubles the noise power or,
equivalently, reduces the SNR by 3 dB.

B. Maximum Likelihood Detection

The covariance matrix of the combined noise vector ñ(ν)
is obtained as

Rñ = E[ñH(ν)ñ(ν)]

= 2σ2
n

[
I4 +

P2

P1

γ2
20

γ2
12

σ2
rn

σ2
n

g̃2
2D2

]
= σ2

nΔ2,
(24)

where σ2
n = E

[
|n1(ν)|2

]
= E

[
|n2(ν)|2

]
is the variance of

the destination receiver noise, D2 = diag[0, 0, 1, 1], and

Δ2 = 2
[
I4 +

P2

P1

γ2
20

γ2
12

σ2
rn

σ2
n

g̃2
2D2

]

= 2
[
I4 +

P2γ
2
20σ

2
rn

σ2
n (P1γ2

12 + 2σ2
rn)

D2

]
= 2 [I4 + WD2]

(25)
is a diagonal matrix implicitly defined in the above equation,
where

W =
P2γ

2
20σ

2
rn

σ2
n (P1γ2

12 + 2σ2
rn)

. (26)

The maximum likelihood detection results in the estimation
of G(ν) as

Ĝ(ν) = argmin
G

tr
{[

y(ν)Δ−1 − y(ν − 1)(I2 ⊗ G)Δ−1
]

· [y(ν)Δ−1 − y(ν − 1)(I2 ⊗ G)Δ−1
]H}

= argmin
G

tr {[y(ν) − y(ν − 1)(I2 ⊗ G)]

·Δ−2 [y(ν) − y(ν − 1)(I2 ⊗ G)]H
}

,
(27)

where “tr” denotes the trace of a matrix.

C. Performance Analysis

While the accurate performance of a differentially coded
system requires the consideration of the quadratic receiving
structure [22], [23], [26], it can be well approximated in high
SNR situations by using an equivalent coherent receiver model
(22) with y(ν−1) acting as a known channel vector and ñ(ν)
as the equivalent noise vector of enhanced power [25].

From (24), it is clear that the variance of the combined noise
term during the last two symbols is larger than that during the
first two symbols. Assume that the covariance matrix Rñ =
σ2

nΔ2 can be estimated at the destination receiver. Then, right
multiplying Δ−1 to (22) results in

y(ν)Δ−1 = y(ν − 1)G′(ν)Δ−1 + ñ(ν)Δ−1 (28)

or

y′(ν) = y(ν − 1)G̃(ν) + n′(ν), (29)

where y′(ν) = y(ν)Δ−1, G̃(ν) = G′(ν)Δ−1, and n′(ν) =
ñ(ν)Δ−1 has a covariance matrix σ2

nI4. Multiplying y(ν) by
Δ−1 amounts to adjusting the signal strength at the receiver
so that the noise power of the four symbols becomes equal. It
does not affect the total power transmitted at the source and
relay terminals, and the cordword error probability as well.

From (28) and (29), it is seen that the detection problem
becomes equivalent to finding unknown unitary codeword
G′(ν) in known equivalent channel vector y(ν − 1), known
noise covariance matrix σ2

nΔ2, and independent and tempo-
rally white noise components. From the above two equations,
we can derive the pairwise codeword error probability (CER),
i.e., the probability of transmitting G′ = diag[G,G] and
deciding in favor of another E′ = diag[E,E] at the detector,
conditioned by the equivalent channel vector y(ν − 1). The
CER is given by

P (G′ → E′|y(ν − 1)) = Q

(√
d2(G̃, Ẽ)/(2σ2

n)
)

, (30)

where d2(G̃, Ẽ) is the distance between the received signals
corresponding to respective codewords G̃(ν) and Ẽ(ν) and is
expressed as

d2(G̃, Ẽ) = y(ν − 1)AyH(ν − 1), (31)

A =
(
G̃(ν) − Ẽ(ν)

)(
G̃(ν) − Ẽ(ν)

)H

= (G′(ν) − E′(ν)) Δ−2 (G′(ν) − E′(ν))H
.

(32)
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In calculating the distance of (31), we make the following
approximation y(ν) ≈ h(ν)C′(ν) for moderate or high SNR
scenarios. Then, (31) becomes

d2(G̃, Ẽ) = h(ν − 1)C′(ν − 1)A (C′(ν − 1))H hH(ν − 1)

= h̃(ν)ΣhC′(ν − 1)A (C′(ν − 1))H Σhh̃H(ν),
(33)

where
Σh = diag[σ1, σ2] = diag[γ10, γ20g̃2], (34)

and

h̃(ν) = h(ν)Σ−1/2
h = [h10(ν), h12(ν)h20(ν)] (35)

is the normalized channel vector. For simplicity of the perfor-
mance analysis, we assume the relay channel h12(ν) is dom-
inated by the time-invariant component (e.g., source terminal
and relay terminal have a clear line-of-sight and scattering
is relatively weak) and, therefore, can be approximated by
a unit value. In addition, h10(ν) and h20(ν) are assumed
to be uncorrelated complex Gaussian processes. In this case,
h̃(ν) = [h10(ν), h20(ν)] ∼ CN(0, I2).

In the underlying situation, the average power per symbol is
Es = P/4 (i.e., the total energy of a DSTC codeword is P ).
To clearly show the relationship between the pairwise CER
and the input SNR, we rewrite (30) as

P (G′ → E′|y(ν − 1)) = Q

⎛
⎝
√

d2(G̃, Ẽ)
P

2Es

σ2
n

⎞
⎠

≤ exp

[
−d2(G̃, Ẽ)

P

Es

σ2
n

]
,

(36)

where the inequality is the Chernoff bound [2]. Because y(ν)
is approximated as a linear combination of i.i.d. channels
h̃(ν) and, therefore, constitute a set of dependent channel
coefficients, averaging the above bound with respect to y(ν −
1) results in [2]

P (G′ → E′) ≤
2∏

i=1

(
1 +

Es

σ2
n

di

P

)−1

, (37)

where d1 and d2 are the eigenvalues of the following 2 × 2
matrix

K = ΣhC′(ν − 1)A (C′(ν − 1))H Σh. (38)

In the following, we consider two different cases. In the
first case, matrix K is full rank, whereas in the second case,
matrix K is rank one.

Case I: Full Rank Channel Environment
When Esdi/(Pσ2

n) � 1 for i = 1, 2, the CER can be
approximated as

P (G′ → E′) ≤
2∏

i=1

(
1 +

Es

σ2
n

di

P

)−1

≤
(

Es

σ2
n

)−2 2∏
i=1

(
di

P

)−1

=
(

Es

4σ2
n

)−2 2∏
i=1

(
4di

P

)−1

.

(39)

The term
(

Es

4σ2
n

)−2

determines the diversity gain which indi-
cates the slope at which the BER changes with the input SNR,
whereas the term

∏2
i=1

(
4di

P

)
is a constant gain in controlling

the BER and is referred to as the diversity product. In this
case, the diversity gain of the system is two. Using the above
results, it is seen that the diversity product is determined by
the minimum product of d1d2, i.e., the minimum determinant
of K. It can be shown that (refer to the Appendix)

min det(K)

=
1

4(1 + W )2
|det(Σh)det(C2)|2 (min |det(G − E)|)2

+
P1P2γ

2
10γ

2
20g̃

2
2

4(1 + W )
(
min c1(G− E)(G − E)HcH

1

)2
=

α2P1P2γ
2
10γ

2
20g̃

2
2

4(1 + W )2
(min |det(G − E)|)2

+
P1P2γ

2
10γ

2
20g̃

2
2

4(1 + W )
(
min c1(G− E)(G − E)HcH

1

)2
,

(40)
where W is defined in (26),

c1 = [c21, c22], (41)

and
C2 =

[
α
√

P1 0
0

√
P2

] [
c11 c12

c21 c22

]

=
[

α
√

P1c11 α
√

P1c12√
P2c21

√
P2c22

]
.

(42)

The value of c1(G − E)(G − E)HcH
1 is lower bounded by

λmin[(G−E)(G−E)H ], which is the minimum value of the
smallest eigenvalues with respect to all the combinations of
G and E. That is,

c1(G− E)(G− E)HcH
1 ≥ λmin[(G− E)(G− E)H ]. (43)

Define

β =
λmin[(G − E)(G − E)H ]

min |det(G − E)| (44)

as a factor determined by the used differential code. Then, the
diversity product is lower bounded by

min det(K)
(

4
P

)2

≥ 4P1P2γ
2
10γ

2
20g̃

2
2

[(1 + α2)P1 + P2]2

·
[
α2 + (1 + W )β2

]
(1 + W )2

(min |det [G − E]|)2 .

(45)

Now we consider the maximization of (45) in terms of the
power allocation, leading to the optimal selection of P1, P2,
and α. Because (min |det [G− E]|)2 is independent of the
power allocation, it suffices to consider only the following part
of (45) for the purpose of optimization of the power allocation,

Q1 =
4P1P2γ

2
10γ

2
20g̃

2
2

[(1 + α2)P1 + P2]2

[
α2 + (1 + W )β2

]
(1 + W )2

. (46)

By letting ∂Q1/∂α = 0, we get

α2
opt =

[
1 − 2(1 + W )β2 + P2/P1

]+
=
[
1 − 2

(
1 +

P2γ
2
20σ

2
rn

σ2
n(P1γ2

12 + 2σ2
rn)

)
β2 +

P2

P1

]+
,

(47)
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where [x]+ = max(0, x) (This operator is used to ensure
that α2 takes non-negative values). While the optimum power
allocation between P1 and P2 can be obtained from the above
expression, the analytic result is prohibitively complicated.
However, the above results are helpful in determining the
optimum power allocation. Specifically, when the interuser
channel between the source and relay terminal has a good
quality, i.e., γ2

12 is large and σ2
rn is small, then g̃2 ≈ 1 and

W ≈ 0, and Q1 becomes

Q′
1 ≈ 4P1P2γ

2
10γ

2
20

(1 + α2)P1 + P2
(α2 + β2). (48)

Letting ∂Q′
1/∂P1 = 0 yields

(1 + α2)P1 = P2. (49)

Substituting this result back to (48), we obtain

Q′
1,opt ≈

γ2
10γ

2
20(α2 + β2)
1 + α2

. (50)

In particular, when β2 = 1, Q′
1,opt is independent of α,

providing that (49) is satisfied. On the other hand, α2 assumes
a large value when β2 < 1, resulting in P1 � P2 and
α2P1 ≈ P2.

Therefore, the optimum value of α depends on β. That is,
given the same environment, different differential codes do
not necessarily allocate the power in the same manner. When
the relay noise is not negligible, the optimal value of Q′

1 is
compromised by the relay noise and in general β-dependent.
Therefore, a differential code with higher min |det(G − E)|
does not necessarily imply a high diversity product in the
underlying cooperative diversity applications.

It is clear that, to optimize the power allocation, the
channel attenuation characteristics have to be known. While
in this paper we assume that the exact CSI is unavailable
at the transmitters and receivers, we maintain that it is often
practical to assume the channel quality at both transmitters
and receivers because the attenuation characteristics vary with
time in a much slower manner. It is emphasized that such
large-scale channel attenuation characteristics are not required
in employing the proposed differential distributed space-time
coding scheme, but a good estimation of such information can
be used to improve the system performance.

Case II: Rank 1 Channel Environment
When Esd1/(Pσ2

n) � 1 whereas Esd2/(Pσ2
n) � 1, (39)

is no longer applicable. It happens, for example, when either
the direct link or the relay link is highly impairing. In this
case, (37) becomes

P (G̃ → Ẽ) ≤
2∏

i=1

(
1 +

Es

σ2
n

di

P

)−1

≤
(

Es

σ2
n

)−1(
d1

P

)−1

=
(

Es

4σ2
n

)−1(4d1

P

)−1

.

(51)

When the relay channel is not reliable, that is, either γ20

or γ12 is very small, or the relay noise σ2
rn is very large, it

is obvious that the relay should not be used and the system
degenerates to the non-cooperative system.

On the other hand, when the direct channel between the
source and the destination is unreliable, i.e., γ10 ≈ 0, the
system becomes a pure relay structure. In this case, α should
be chosen as 0, and K defined in (38) becomes

K = diag
[
0,

P2γ
2
20g̃

2
2

2(1 + W )
c1(G − E)(G − E)HcH

1

]
. (52)

Using the results of (43) and (44), the minimum value of
4d1/P in (51) is obtained as

min
(

4d1

P

)

=
1
P

4P2γ
2
20g̃

2
2

2(1 + W )
min

[
c1 (G− E) (G − E)H cH

1

]
≥ 2P1P2γ

2
12γ

2
20

P1 + P2

σ2
nβ min |det(G − E)|

[σ2
n(P1γ2

12 + 2σ2
rn) + P2γ2

20σ
2
rn]

.

(53)
Because β min |det(G − E)| is independent of the power
allocation, we only consider the following term for the op-
timization of the power allocation,

Q2 =
2P1P2γ

2
12γ

2
20

P1 + P2

σ2
n

[σ2
n(P1γ2

12 + 2σ2
rn) + P2γ2

20σ
2
rn]

. (54)

Then, ∂Q2/∂P1 = 0 results in

P2 =
[√

σ2
nσ2

rn + γ2
20γ

2
12P

2
1 − σnσrn

]
σn/

(
γ2
20σrn

)
. (55)

In particular, when we assume P1γ12 � 2σ2
rn, that is, the

interuser channel has a high quality and the input SNR at the
relay terminal is high, the above result becomes

P2γ20/σn = P1γ12/σrn. (56)

Therefore, the power at different relay portions should be
assigned proportional to the propagation gain and inversely
proportional to the standard deviation of the noise generated
in each relay portion.

VI. NUMERICAL RESULTS

In this section, we consider a simple situation where two
users cooperate to transmit their respective information to the
destination, as illustrated in Fig. 4. Two differential DSTC
codes are considered. In Scheme 1, the differential DSTC
code is constructed based on Alamouti’s space-time code,
where each symbol uses a QPSK signal constellation, results
in N = 16 codewords in the two time-slot space-time code. In
Scheme 2, the differential DSTC is constructed based on the
differential MIMO space-time code developed by Liang and
Xia [27]. For the latter, the constellation size remains N = 16.
Unless otherwise specified, the power is optimally allocated
by adjusting P1, P2, and α to maximize Q1 in (46), provided
that the average power per symbol is unity.

A. Comparison with Co-located MIMO Systems

In the first set of simulations, we compare the CER per-
formance of the proposed cooperative network with a MIMO
system consisting of two co-located antennas. The two anten-
nas in the MIMO system are assumed to have independent
Rayleigh channels to the destination with unit variance. For
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Fig. 4. Two-user system diagram.

the cooperative system, we assume γ10 = γ20 = 1 and
γ12 =

√
125, which corresponds to the situation that the

interuser distance between the source and relay terminals is
one-fifth of the distance between the source terminal and the
destination, and the power attenuation exponential is 3. In this
case, the channels to the destination terminal, i.e., h10(ν) and
h20(ν), are assumed Rayleigh faded, whereas the interuser
channel is considered non-fading, i.e., h12(ν) = 1.

Fig. 5 compares the performance of the cooperative di-
versity system and the corresponding MIMO system. The
SNR is defined as the reciprocal of the receiver noise power,
as the transmit power is normalized to unity per symbol
period. The relay receiver and the destination terminal receiver
have the same noise power. It is seen that, the cooperative
diversity system achieves the same diversity gain, and there
is a performance degradation due to the relay noise in the
cooperative diversity system. The performance degradation is
very small when the channel quality between the source and
relay is reasonably good.

We notice that, however, the spectrum efficiency of the
cooperative network is half of the corresponding MIMO
system because of the requirement of the broadcast phase.

B. Significance of Power Allocation

In the second set of simulations, we consider a scenario
where γ10 = 1 and γ12 = γ20 =

√
8, which matches the

situation that the relay terminal is in the mid-way between
the source terminal and the destination. The power attenuation
exponential remains to be 3. All the channels are considered
Rayleigh faded. To examine the effect of power allocation,
Fig. 6 compares the CER based on optimal power allocation
and a fix power allocation with P1 = 1, P2 = 2, and α = 1.
Both cases have the same total energy of four over the four-
symbol interval. It is seen that, compared to the optimal power
allocation, the fixed power allocation yields an SNR loss of
about 1.5 dB when the Alamouti code is used, and up to about
1 dB when the Liang-Xia code is used.

C. Differential and Coherent Detections

In the third set of simulations, we compare the differential
and coherent detections, and the parameters are identical to
the second set. In Fig. 7, we compare the CER performance
using differential detection and coherent detection, where both
differential DSTC coding schemes are considered. The respec-
tive optimum power allocation is applied. It is evident that,
irrespective to the DSTC coding scheme used, the difference
between the differential detection and coherent detection is
merely the 3 dB noise amplification.

5 10 15 20 25
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10−1

100

SNR (dB)

C
ER

Cooperative diversity
MIMO

(a) Alamouti code
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10−1

100

SNR (dB)

C
ER

Cooperative diversity
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(b) Liang-Xia code

Fig. 5. Comparison of the CER performance between MIMO
and cooperative diversity systems.

D. Comparison with Existing Method

The fourth set of simulations compares the performance of
the proposed method with a relay system using differential
modulation [32]. The parameter setting is similar to that used
at [32], i.e., γ10 = γ20 = γ12 = 1. However, we use
QPSK modulation in Zhao and Li’s method for easy and fair
comparison because the Liang-Xia code is constructed using
complex constellations. The simulation results in Fig. 8 show
that the proposed method slightly outperforms the method
developed by Zhao and Li. Their method is equivalent to a
diagonal codeword with equal power allocation, whereas the
method we proposed in this paper uses more general codeword
structure with flexible power allocation.

VII. CONCLUSIONS

A novel space-time cooperation protocol has been devel-
oped for effective cooperative diversity operation when the
channel state information (CSI) is unavailable at the receivers.
It has been shown that the proposed differential space-time
cooperation scheme is effective, and the performance loss
due to differential detection is limited to 3 dB of noise
enhancement compared to coherent detection. We have an-
alyzed the pairwise codeword error probability performance
of the cooperative diversity system. Based on this result,
the optimization of the power allocation over the source and
relay terminals are considered and the results provided useful
guidelines in system designs.
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Fig. 6. Comparison of the CER performance for different
power allocations.

APPENDIX: DERIVATION OF EQUATION (40)

We first consider the minimum determinant of C′(ν −
1)A (C′(ν − 1))H . For notation simplicity, we omit (ν − 1)
in the rest of this appendix. Partition matrix C′ as

C′ =
[√

P1c1

0 : C2

]
(A.1)

where c1 and C2 are defined in (42), and 0 = [0, 0]. Also
denote O as the 2 × 2 zero matrix. Then we have

C′A (C′)H =
[√

P1c1

0
: C2

] [
G − E O

O G − E

]

·
[
I2/2 O
O [2(1 + W )]−1I2

]

·
[

(G − E)H O
O (G − E)H

] [√
P1cH

1 0H

CH
2

]

=
1
2

[
P1c1(G− E)(G− E)HcH

1 0
0 0

]

+
1

2(1 + W )
[
C2(G − E)(G − E)HCH

2

]
.

(A.2)

5 10 15 20 25
10−5

10−4

10−3

10−2

10−1

100

SNR (dB)

C
E

R

Differential detection
Coherent detection

(a) Alamouti code
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Fig. 7. Comparison of the CER performance between differ-
ential detection and coherent detection.

Because

det
([

z0 0
0 0

]
+
[

z1 z2

z3 z4

])
= det

[
z1 + z0 z2

z3 z4

]

= det
[

z1 z2

z3 z4

]
+ z0z4,

(A.3)
and the last (right-bottom) element of C2(G − E)(G −
E)HCH

2 equals to P2c1(G−E)(G−E)HcH
1 , then, we have

det
(
C′A (C′)H

)
=

1
4(1 + W )2

|det(C2)det(G − E)|2

+
1

4(1 + W )
P1P2

[
c1(G − E)(G − E)HcH

1

]2
.

(A.4)
Noting the fact that

|det(C2)|2 = det
(
C2CH

2

)
= det

{[
α
√

P1 0
0

√
P2

]
CCH

[
α
√

P1 0
0

√
P2

]}
= α2P1P2,

(A.5)
equation (40) follows straightforwardly from (A.4).
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Fig. 8. Comparison of the BER performance between the
proposed method and the method developed by Zhao and Li
[32].

REFERENCES

[1] G. J. Foschini and M. J. Gans, “On limits of wireless communi-
cations in a fading environment when using multiple antennas,”
Wireless Pers. Commun., vol. 6, no. 3, pp. 311–335, Mar. 1998.

[2] V. Tarokh, H. Jafarkhani, and A. R. Calderbank, “Space-time
block codes from orthogonal designs,” IEEE Trans. Inf. Theory,
vol. 45, no. 5, July 1999.

[3] S. M. Alamouti, “A simple transmitter diversity scheme for
wireless communications,” IEEE J. Sel. Areas Commun., vol. 16,
pp. 1451–1458, Oct. 1998.

[4] A. F. Naguib, N. Seshadri, A. R. Calderbank, “Increasing
data rate over wireless channels: space-time coding and signal
processing for high data rate wireless communications,” IEEE
Signal Process. Mag., vol. 17, no. 3, pp. 76–92, May 2000.

[5] A. Sendonaris, E. Erkip, and B. Aazhang, “Increasing uplink
capacity via user cooperation diversity,” in Proc. IEEE Int. Symp.
Info. Theory 1998, p. 156.

[6] A. Sendonaris, E. Erkip, and B. Aazhang, “User cooperative
diversity – Part I and Part II,” IEEE Trans. Commun., vol. 51,
no. 11, pp. 1927–1948, Nov. 2003.

[7] J. N. Laneman, D. N. C. Tse, and G. W. Wornell, “Cooperative
diversity in wireless networks: effective protocols and outrage
behavior,” IEEE Trans. Inf. Theory, accepted for publication.

[8] J. N. Laneman and G. W. Wornell, “Distributed space-time
coded protocols for exploiting cooperative diversity in wireless
networks,” IEEE Trans. Inf. Theory, vol. 49, no. 10, pp. 2415–
2425, Oct. 2003.

[9] A. F. Dana and B. Hassibi, “On the power effeciency of sensory
and ad-hoc wireless networks,” submitted to IEEE Trans. Inf.
Theory.

[10] M. Dohler, E. Lefranc, H. Aghvami, “Space-time block codes
for virtual antenna arrays,” in Proc. IEEE Int. Symp. Personal,
Indoor and Mobile Radio Communications 2002, pp. 414–417.

[11] P. A. Anghel, G. Leus, and M. Kaveh, “Multi-user space-time
coding in a cooperative networks,” in Proc. IEEE ICASSP 2003.

[12] Y. Hua, Y. Mei, and Y. Chang, “Parallel wireless mobile
relays with space-time modulations,” in Proc. IEEE Workshop
on Statistical Signal Processing 2003 .

[13] A. Stefanov and E. Erkip, “On the performance analysis of
cooperative space-time coded systems,” in Proc. IEEE Wireless
and Communications and Networking Conf. 2003.

[14] A. Stefanov and E. Erkip, “Cooperative space-time coding for
wireless networks,” in Proc. IEEE Information Theory Workshop
2003.

[15] A. Stefanov and E. Erkip, “Cooperative coding for wireless
networks,” IEEE Trans. Commun., vol. 52, no. 9, pp. 1470–1476,
Sept. 2004.

[16] I. Hammerstroem, M. Kuhn, B. Rankov, A. Wittneben, “Space-
time processing for cooperative relay networks,” in Proc. IEEE
Vehicular Technology Conf. 2003.

[17] R. U. Nabar and H. Bölcskei, “Space-time signal design for
fading relay channels,” in Proc. GLOBECOM 2003, vol. 4, pp.
1952–1956.

[18] R. U. Nabar, F. W. Kneubühler, and H. Bölcskei, “Space-time
signal design for fading relay channels,” in Proc. GLOBECOM
2003.

[19] M. Janani, A. Hedayat, T. E. Hunter, and A. Nosratinia, “Coded
cooperation in wireless communications: space-time transmission
and iterative decoding,” IEEE Trans. Signal Process., vol. 52, no.
2, pp. 362–371, Feb. 2004.

[20] Y. Jing and B. Hassibi, “Distributed space-time coding in
wireless relay networks-Part I: basic diversity results,” Submitted
to IEEE Trans. Wireless Commun..

[21] Y. Jing and B. Hassibi, “Distributed space-time coding in
wireless relay networks-Part II: tighter upper bounds and a more
general case,” Submitted to IEEE Trans. Wireless Commun..

[22] B. L. Hughes, “Differential space-time modulation,” IEEE
Trans. Inf. Theory, vol. 46, pp. 2567–2578, Nov. 2000.

[23] B. M. Hochwald and T. L. Marzetta, “Unitary space-time
modulation for multiple-antenna communications in Rayleigh flat
fading,” IEEE Trans. Inf. Theory, vol. 46, pp. 543–564, Mar.
2000.

[24] B. M. Hochwald and W. Sweldens, “Differential unitary space-
time modulation,” IEEE Trans. Commun., vol. 48, pp. 2041–2052,
Dec. 2000.

[25] V. Tarokh and H. Jafarkhani, “A differential detection scheme
for transmit diversity,” IEEE J. Sel. Areas Commun., vol. 18, pp.
1169–1174, July 2000.

[26] M. Berhler, and M. K. Varanasi, “Asymptotic error probability
analysis of quadratic receivers in Rayleigh-fading channels with
applications to unified analysis of coherent and noncoherent
space-time receivers,” IEEE Trans. Inf. Theory, vol. 47, no. 6,
pp. 2383–2399, Sept. 2001.

[27] X.-B. Liang and X.-G. Xia, “Unitary signal constellations for
differential space-time modulation with two transmit antennas:
parameteric codes, optimal designs, and bounds,” IEEE Trans.
Inf. Theory, vol. 48, no. 8, pp. 2291–2322, Aug. 2003.

[28] Z. Liu, G. B. Giannakis, and B. L. Hughes, “Double differential
space-time block coding for time-varying fading channels,” IEEE
Trans. Commun., vol. 49, pp. 1529–1539, Sept. 2001.

[29] A. Shokrollahi, B. Hassibi, B. M. Hochwald, and W. Sweldens,
“Representation theory for high-rate multiple-antenna code de-
sign,” IEEE Trans. Inf. Theory, vol. 47, pp. 2335–2367, Sept.
2001.

[30] H. Li and J. Li, “Differential and coherent decorrelating
multiuser receivers for space-time-coded CDMA systems,” IEEE
Trans. Signal Process., vol. 50, no. 10, pp. 2529–2537, Oct. 2002.

[31] E. Zimmermann, P. Herhold, and G. Fettweis, “On the per-
formance of cooperative diversity protocols in practical wireless
systems,” in Proc. IEEE Veh. Technol. Conf. 2003, pp. 2212-2216.

[32] Q. Zhao and H. Li, “Performance of differential modulation
with wireless relays in Rayleigh fading channels,” IEEE Com-
mun. Lett., vol. 9, no. 4, pp. 343–345, Apr. 2005.



3108 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 5, NO. 11, NOVEMBER 2006

[33] P. Tarasak, H. Minn, V. K. Bhargava, “Differential modulation
for two-user cooperative diversity systems,” in Proc. Globecom
2004.

[34] D. Chen and J. N. Laneman, “Modulation and demodulation
for cooperative diversity in wireless systems,” submitted to IEEE
Trans. Wireless Commun.

[35] X. Li, “Space-time coded multi-transmission among distrib-
uted transmitters without perfect synchronization,” IEEE Signal
Process. Lett., vol. 11, no. 12, pp. 948–951, Dec. 2004.

[36] Y. Hua, A. Swami, and B. Daneshrad, “Combating synchroniza-
tion errors in cooperative relays,” in Proc. IEEE ICASSP 2005.

[37] Y. Zhang, G. Wang, and M. G. Amin, “Imperfectly syn-
chronized cooperative network using distributed space-frequency
coding,” in Proc. IEEE Veh. Technol. Conf. 2005.

Genyuan Wang received the B.Sc. and M.S. de-
grees in mathematics from Shaanxi Normal Uni-
versity, Xi’an, China, in 1985 and 1988, respec-
tively. He received his Ph.D. degree in electrical
engineering from Xidian University, Xi’an, China,
in 1998.

From 1988 to 1994, he worked at Shaanxi Normal
University as an assistant professor and then an as-
sociate professor. From 1994 to 1998, he worked at
Xidian University as a research assistant. He worked
with the Department of Electrical and Computer

Engineering, University of Delaware as a post-doctoral fellow. Currently, he
works with the Center of Advanced Communications, Villanova University,
as a research associate. His research interests are radar imaging, radar signal
processing, adaptive filter, OFDM system, channel equalization, channel
coding, space-time coding, and multiple-input multiple-output for broadband
wireless communication systems.

Yimin Zhang (SM’01) received his Ph.D. degrees
from the University of Tsukuba, Tsukuba, Japan, in
1988. He joined the faculty of the Department of
Radio Engineering, Southeast University, Nanjing,
China, in 1988. He served as a Technical Manager
at the Communication Laboratory Japan, Kawasaki,
Japan, from 1995 to 1997, and was a Visiting
Researcher at ATR Adaptive Communications Re-
search Laboratories, Kyoto, Japan, from 1997 to
1998. Since 1998, he has been with the Villanova
University, where he is currently a Research Asso-

ciate Professor at the Center for Advanced Communications and the Director
of the Radio Frequency Identification (RFID) Lab.

Dr. Zhang’s research interests are in the areas of array signal processing,
space-time adaptive processing, multiuser detection, MIMO systems, ad hoc
and cooperative communications, blind signal processing, digital mobile
communications, and time–frequency analysis. He is an associate editor for
the IEEE Signal Processing Letters.

Moeness G. Amin (F’00) received his Ph.D. degree
in 1984 from University of Colorado, Boulder. He
has been on the Faculty of Villanova University
since 1985, where is now a Professor in the Depart-
ment of Electrical and Computer Engineering and
the Director of the Center for Advanced Communi-
cations.

Dr. Amin is the recipient of the IEEE Third
Millennium Medal; Distinguished Lecturer of the
IEEE Signal Processing Society for 2003-2004,
Member of the Franklin Institute Committee of

Science and Arts; Recipient of the 1997 Villanova University Outstanding
Faculty Research Award; Recipient of the 1997 IEEE Philadelphia Section
Service Award. Dr. Amin has over 280 publications in the areas of Wireless
Communications, Time-Frequency Analysis, Smart Antennas, Interference
Cancellation in Broadband Communication Platforms, Digitized Battlefield,
Direction Finding, Over the Horizon Radar, Radar Imaging, and Channel
Equalizations.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


