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Abstract—This paper studies the optimum performance bound-
aries of a two-hop multi-antenna amplify-and-forward (AF) relay
system with a multi-antenna energy harvesting (EH) receiver. The
source and relay nodes employ orthogonal space-time block codes
for data transmission. When instantaneous channel state informa-
tion (CSI) is available, we design joint optimal source and relay
precoders to achieve different tradeoffs between the energy and
information transfers, which are characterized by the boundary
of the rate-energy (R-E) region. For this purpose, the optimiza-
tion problem is formulated as a relaxed convex problem but its
optimality is confirmed with a proof that rank-one optimal pre-
coders can always be obtained. As a consequence, it is shown that
the full-rate OSTBC, like the Alamouti code, can be employed for
an arbitrary number of antennas at the transmit nodes (source
and relay) and support up to seven simultaneously existing EH re-
ceivers. When only second order statistics of the CSI is available,
the tradeoff between outage probability (OP) and energy is char-
acterized by the boundary of the OP-energy (OP-E) region. In this
case, the precoder design problem is formulated using a convex
upper bound approximation to the OP, since the exact OP expres-
sion is difficult for tractable optimization. Numerical results show
that the OP-E region obtained with the upper bound of the OP is
better than that with the approach based on maximization of the
long-term average signal-to-noise ratio (SNR). The role of the dif-
ferent parameters such as average SNR, numbers of antennas, and
spatial correlation on the boundaries of the R-E and OP-E regions
is demonstrated via simulations.

Index Terms—Energy harvesting, information and energy
transfer, MIMO relay, orthogonal space-time block code.
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I. INTRODUCTION

E NERGYHARVESTING (EH) is the process by which en-
ergy from external sources (e.g., radio-frequency (RF) en-

ergy, solar power, thermal energy, wind energy) is captured and
stored for energy-constrained devices. In particular, EH from
radio waves, known as RF energy harvesting (RF-EH), is a
promising technique that can be used for prolonging network
operation time in energy-constrained networks, such as sensor
networks, which are typically powered by small batteries and
have limited life time [1]–[10]. The sources for RF-EH can be
grouped into three general categories: intentional, anticipated
ambient, and unknown ambient [11]. In [1]–[4], transmission
strategies for EH nodes are studied, where the nodes harvest
energy at some time instants and use the harvested energy for
message transmission at some other time instants. The authors
of [1] solve the problem of transmission time minimization,
when the time instants and the amounts of data and energy, re-
spectively, to transmit and harvest, are known. The short-term
throughput is maximized in [2] for an EH system under the
constraints on energy replenishment process and energy storage
capacity of batteries. The relation between this optimization
problem and transmission time minimization considered in [1]
is demonstrated in [2], which also results into the solution of the
latter problem. This design problem is extended in [3] to a real-
istic scenario of battery degradation over time by considering a
time-varying battery capacity, and in [4], [5] to a two-hop relay
channel, where both single-antenna source and relay nodes har-
vest energy. Gurakan et al. in [6] consider a scenario where
the source node assists the relay by transferring some of its
energy. The corresponding end-to-end throughput maximiza-
tion problem with wireless energy transfer subject to energy
causality at both source and relay nodes and data causality at
the relay node is formulated as a convex optimization problem.
Recently, a new protocol is proposed in [7], which computes the
fraction of each time frame reserved for harvesting energy and
the rest of the frame for concurrently transmitting message.
In [8]–[10], EH systems are studied from a different per-

spective, i.e., communication systems are designed to efficiently
transmit both wireless power and information so that low-pow-
ered nodes that exist in the vicinity of these systems can har-
vest energy. In this context, the authors in [8] consider a three-
node wireless multiple-input multiple-output (MIMO) broad-
casting system in which the two receiver nodes harvest energy
and decode information separately from the signals broadcast
by the common transmitter. The transmitter tries to simultane-
ously maximize the information transfer to the intended receiver
and energy transfer to the EH receiver. Notice that [8] extends
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the study of simultaneous information and energy transfer of
[9], [10] from the single-input single-output (SISO) link in the
co-located receiver (i.e., information and EH receivers are the
same) case to the multi-antenna setup with both co-located and
separated receivers. To the best of our knowledge, simultaneous
transfer of energy and information for the MIMO relay system
has not been addressed before, though optimalMIMO relay pre-
coder designs have been solved for different scenarios (see [12]
and the references therein) in the absence of the EH receiver.
In this paper, different from the previous contributions

[1]–[10], we examine a wireless communication system, in
which, two multi-antenna user terminals, an EH receiver and
an information decoding (ID) receiver, with different require-
ments, namely, information and energy, are served by a common
network of transmitters consisting of multi-antenna source and
relay nodes. Therefore, the EH part of the considered system
may be viewed as an intentional EH, where the source and relay
nodes are assisting the EH receiver to fulfill its energy require-
ment. The requirements for both energy and information arise,
for example, when the ID-receiver with sufficient available
power is ready for only receiving information, whereas the EH
receiver, being an energy-constrained battery-powered device,
is interested in harvesting energy so that it can charge its bat-
tery. The latter task is important since the EH receiver cannot
enter into a communication phase without having enough
power level. The source and relay nodes employ orthogonal
space-time block codes (OSTBCs) [13] and precoders for data
transmission. The relay operates in a half-duplex mode using
an amplify-and-forward (AF) protocol [14]. Assuming perfect
channel estimation at the receiving nodes, the relay/destination
node of the two-hop system uses the maximum-ratio combining
(MRC) technique for detecting/decoding the source signal. The
EH receiver harvests energy from radio signals transmitted by
both the source and relay nodes. Information transfer to the
destination node and energy transfer to the EH receiver are
optimally controlled by properly designing the source and relay
precoders. Since our aim is to study the tradeoff between these
transfers under different levels of transmit channel state infor-
mation (CSI), the precoded OSTBC [15] is adopted, which can
be considered to be a generalization of transmit beamforming
[16]1. Furthermore, optimal decoding in OSTBC-based MIMO
systems can be significantly simplified. Specifically, by using
MRC, the OSTBC-based MIMO transmission channel can
be equivalently turned to parallel SISO channels. Notice that
these benefits may be achieved without incurring rate-loss, for
example, by using the Alamouti code [17] which is a full-rate
OSTBC.
We investigate two scenarios, one assuming perfect CSI,

whereas in the other, only the second-order statistics of CSI
at the transmitting nodes (source and relay) are assumed to be
available. For the former case, using the total power constraint2

1Although precoded OSTBC turns to transmit beamforming for rank-one pre-
coders, the optimal design of source and relay beamformers proposed in [16]
cannot be directly applied or easily extended to the system with an EH receiver.
2The precoder optimization with per-node individual power constraints (IPC)

follows straightforwardly from the optimization with the sum power constraint
(SPC). Accordingly, given the space constraint, we only consider the latter case.
For a given total power budget, SPC allows more flexible power allocation be-
tween the transmit nodes depending on the instantaneous channel conditions.
Consequently, SPC provides better performance than the per-node IPC [18]. It
is assumed that the hardware of each node allows to use the total power.

of the source and relay, we design the source and relay pre-
coders that maximize the rate for the intended receiver while
keeping the energy transfer to the EH receiver above a certain
predefined value. This predefined value is varied to obtain the
boundary of the rate-energy (R-E) region which describes the
tradeoffs between information rate and energy transfers [19].
In this context, the purpose of joint source and relay precoder
optimization is to use the total power resource in an optimal
way while serving the ID and EH receivers with two different
objectives, namely, information transmission and energy har-
vesting, respectively. These different objectives render the
underlying problem significantly different from conventional
relay communication systems where the users compete for
system resources with the same requirement, i.e., information
transmission. One example to demonstrate such difference is
that transmission from the relay alone may meet the objective
of energy harvesting but not information transmission. To trade
off between the two objectives under total power resource
constraint, we use the R-E boundary and outage probability-en-
ergy (OP-E) boundary (this will be discussed later), which are
defined as joint metrics of the information transmission and
energy harvesting. It is clear that unless the joint optimization
is carried out, the performance of the information transmission
or energy harvesting, or both, will not achieve their optimal
conditions. With these motivations behind joint precoder op-
timization, we reformulate the original optimization problem
as a relaxed convex problem and confirm its optimality by
proving that rank-one optimal source and relay precoders can
be guaranteed. As a consequence, it is shown that the Alamouti
code can be employed in a system with an arbitrary number of
antennas at the transmit nodes. Furthermore, it is shown that
the EH relay system with up to seven EH receivers can be sup-
ported by using the Alamouti code, without losing optimality
of the relaxation.
In the second scenario where the instantaneous CSI is not

known at the transmit nodes, the optimal precoders depend on
the second-order statistics, such as covariance matrices of the
channels. In this case, we characterize the performance of the
underlying communication system using the tradeoff between
the outage probability (OP) achieved at the destination and en-
ergy transferred to the EH receiver. This tradeoff is described
by the boundary of the OP-E region. Because the exact expres-
sion of the OP is a complicated function of precoders, the de-
sign of joint optimal source and relay precoders becomes dif-
ficult. Therefore, we derive an upper bound approximation to
the OP, which is used for formulating the precoder optimization
problem. Due to the requirement of making the upper bound
tight, this formulation, in addition to the precoders, involves op-
timization with respect to two more scalar variables. As a result,
the corresponding optimization problem is solved by iteratively
solving two convex sub-problems, where the sub-problem re-
lated with the optimization of scalar variables can be solved
semi-analytically. Moreover, as in the perfect CSI case, the for-
mulated problem is a relaxed optimization problem w.r.t. the
precoders. However, unlike in the perfect CSI case, rank-one
precoder solutions of the relaxed problem cannot not be guaran-
teed. Nonetheless, this does not lead to a loss in optimality (in
the sense of minimizing the upper bound of OP) for a system
that employs Alamouti codes and two transmit antennas at each
node. The OP-E region obtained with this upper bound is com-
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Fig. 1. Two-hop OSTBC based relay system with EH Rx.

pared with the approach which maximizes the long-term av-
erage signal-to-noise ratio (LTA-SNR).
The remaining of this paper is organized as follows. The

system model is presented in Section II. In Sections III and IV,
the precoder optimization methods are proposed for character-
izing the R-E and OP-E regions, respectively. Simulations re-
sults are presented in Section V, whereas conclusions are made
in Section VI.
Notations: Upper (lower) bold face letters will be used

for matrices (vectors); and denote
transpose, Hermitian transpose, mathematical expectation,

identity matrix, and Frobenius norm, respectively.
and denote the matrix trace operator,

vectorization operator, space of matrices with complex
entries, the Kronecker product and positive semidefiniteness of
, respectively. stands for th element of the vector .

II. SYSTEM MODEL

We consider a system shown in Fig. 1, which consists of
a multi-antenna two-hop relaying system with an -sensor
source, an -sensor relay, and an -sensor destination (also
referred to as ID receiver), and an -sensor EH receiver. The
purpose of the relay node is to support reliable information
transfer from the source to the ID receiver. In particular, consid-
ering that the ID receiver lies in the shadowed area seen by the
source node, we assume that there is no direct link between the
source and the ID receiver. As such, the source has to rely on
the relay node to extend the coverage. Consider that the source
and relay are fixed infrastructure nodes in an LTE-advanced
(LTE-A) system with the total available power as specified in
[20]. This power is shared among these nodes, according to the
optimization schemes to be presented in the following sections.
The EH receiver is assumed to be not too far away from the
source and relay nodes and have LoS with them. Depending on
the power sharing between these nodes, the EH receiver can re-
ceive an order of several W of RF power from the source and
(or) relay, even if the source-EH receiver (S-EH) and relay-EH
receiver (R-EH) distances are about 100 m. Measurement
results also indicate that typical power levels at 25 m to 100
m distances from GSM base stations reach several W/cm
[Chapter 3, [21]]. Energy harvesting from such levels of RF
power [Chapter 3, [21]], [22] is useful in today’s technology
for a sensor node to operate environment sensing and transmit
information. Our objective is to provide a joint source and
relay precoder optimization for simultaneous energy and power
transfer to the EH and ID receivers, respectively. The proposed
optimization framework provides a general approach, meaning

that it results in a special and simplified optimization problem
when the EH receiver harvests energy using signals from only
one of the nodes (e.g., when it is far from either the source or
the relay node).
Since the relay operates in a half-duplex mode, signal trans-

missions over source-relay (S-R) and relay-ID receiver (R-ID)
channels take place in two phases. In the first phase, the source
encodes the input signal using the OSTBC, precodes the en-
coded signal and transmits the resulting signal to the relay. The

matrix of received signal samples at the relay can be
given by

(1)

where is information-bearing complex
symbol vector, is the OSTBC matrix formed from

is the number of time periods used for transmitting
is the spatial dimension of the OSTBC, is the
S-R MIMO channel, is the source precoder, and

is the matrix of zero-mean circularly symmetric
complex Gaussian (ZMCSCG) elements with variance . It
is assumed that are chosen from signal constellations
with . Due to the orthogonality of the OSTBC,

fulfills the property , where the
constant depends on the chosen OSTBC matrix (e.g.,
for the Alamouti code [17]). The power transmitted by the

source during the first phase of the transmission is given by

(2)

where is the S-EH MIMO channel. Notice that
the EH receiver can harvest energy from the received RF signal
without requiring to convert it to the base band signal, for ex-
ample, using the rectenna architecture [21], [23]. Towards this
end, the total harvested energy (also energy to be stored) is ap-
proximated to be linearly proportional to the received baseband
signal power with some conversion efficiency [23].
Thus, the energy harvested by the EH receiver during the first
phase of the two-hop transmission can be expressed as

(3)

where . It is important to emphasize that the assumed
linear relationship between the harvested energy and received
baseband signal power is standard (see also references in [21],
[23]) and sufficiently accurate since the harvested energy due to
the antenna noise and rectifier noise is a small constant. More-
over, since is related to a circuit that converts the received RF
signal into harvested energy, the precoder design problems to be
solved in this paper are not affected, at least from the perspec-
tive of optimization methodology. Due to the application of the
OSTBC at the source and the MRC scheme at the relay during
the first phase of signal transmission, the S-R MIMO channel is
decoupled into parallel SISO channels. Thus, the signal re-
ceived by the relay on the th S-R SISO channel is given by
[24]

(4)
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where is the additive Gaussian noise at the
relay for the th S-R SISO channel and . The relay
normalizes yielding

(5)

The relay then employs OSTBC3 to encode and pre-
codes the resulting OSTBC encoded signal. The output of the
relay is thus given by where
is the relay precoder, is
the OSTBC obtained after encoding and satisfies the relation

. The transmit power of the relay and
the energy harvested by the EH receiver during the second phase
can be thus, respectively, given by

(6)

where is the R-EH MIMO channel. The matrix
of signal samples received at the ID receiver during the second
phase of transmission can be written as

(7)

where is the R-ID MIMO channel and
is the matrix of ZMCSCG elements with variance .

The ID receiver uses MRC to detect the source signals. Due
to the application of the OSTBC at the relay and MRC at the
ID receiver, the R-ID MIMO channel also turns into parallel
SISO channels. Thus, the signal received by the ID receiver on
the th R-ID SISO channel can be expressed as

(8)

where is the additive Gaussian noise at the
ID receiver for the th channel and . With the help
of (5), (8) can be written as

(9)

The signal-to-noise ratio (SNR) at the ID receiver can be ex-
pressed as

(10)

where for . Equation (10) shows that
the end-to-end SNR is a monotonically increasing function of

3For simplicity and notational convenience, it is assumed that the source and
relay nodes use the same OSTBC. Since our aim is to use OSTBCwithout incur-
ring rate loss, the available OSTBC for both source and relay nodes is, in fact,
the Alamouti code. Because the employed OSTBCs are precoded, the afore-
mentioned assumption does not result in any restriction on and , except
that .

the SNRs of S-R and R-ID links. The structure of this expres-
sion is the key for making the optimal precoder design problem
tractable through an efficient approach.

III. FULL CSI CASE: R-E REGION

In this section, we design optimal source and relay precoders
considering that all channels are slowly time-varying, and thus,
the instantaneous CSI of all channels can be obtained with neg-
ligible uncertainty. In order to obtain the transmit CSI of the
S-R andR-ID channels, CSI acquisitionmethods based either on
feedback (for frequency-division duplex transmission) or reci-
procity (for time-division duplex systems) approach can be em-
ployed [25]. The EH receiver may use a small fraction of its EH
time period to transmit control signals, which the source and
relay nodes use to estimate the transmit CSI of the S-EH and
R-EH channels, respectively. Although this requirement is mo-
tivated from the goal of achieving the best performance, it can
be simplified or relaxed by using the precoder design based on
only the second-order statistics of the channels (cf. Section IV).
For better exposition of the concept behind R-E tradeoff, we first
determine joint optimal and that maximize separately the
average energy transfer to the EH receiver and the information
transfer to the ID receiver. We then consider the problem of op-
timizing precoders when both receivers are present.

A. Optimization With Only EH Receiver

Consider theMIMO links from the source and relay to the EH
receiver, when the ID receiver is not present. In this case, the
objective is to design and to maximize the total power

received at the EH receiver. This design problem
can be formulated as

(11)

where the constant is omitted from the objective function,
and is given by , where is the total power
available for the source and relay. Let the eigen-decomposition
(ED) of be given by

with eigenvalues , in
the non-increasing order, where . Let be the
column vectors of corresponding to .
Then, we have the following proposition.
Proposition 1: The optimal solutions to are given by

(12)

Proof: For brevity, the proof for this proposition is summa-
rized as follows. Substituting ,
the ED of into and applying [(9.H.1.g.7), [26]], the
matrix-variate optimization problem can be converted to a
scalar-valued linear programming (LP) problem [27]. The solu-
tion of this LP results in the solution (12).

B. Optimization With Only ID Receiver

Consider the two-hop MIMO relay link from the source to
the ID receiver without the presence of the EH receiver. The
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optimal and that maximize the information rate over the
two-hop MIMO channel can be obtained by solving the fol-
lowing problem

(13)

where is the code rate of the OSTBC (i.e., ) and the
factor is due to the half-duplex relay. Let the ED of
be given by with the eigenvalues

in the non-increasing
order, where . Let be the column vectors of

corresponding to . Following Proposi-
tion 1, we can prove that the optimal choices for in are

(14)

where need to be optimized for . This leads to the
following scalar-valued optimization problem for .

(15)

where and . It is easy to verify
that the inequality satisfies with equality at the
optimality of . Thus, substituting into (15) and
solving the first-order partial derivative of the objective function
of w.r.t. , we obtain the following solution

(16)

where . The value of with “ ” is taken
to guarantee that . Then, is obtained from

. When , it can be readily shown
that . Thus, the optimal solutions for are
derived.

C. Optimization With Both ID and EH Receivers

We now consider the case where both the EH and ID receivers
are present. In this case, our objective is to find the optimal trans-
mission strategy for simultaneous wireless energy and informa-
tion transfer. For this purpose, we use the rate-energy (R-E) re-
gion which characterizes all the achievable rate and energy pairs
for a given total power constraint of source and relays. We de-
fine the R-E region as

(17)

Let and be the boundary points
of this R-E region corresponding to the maximal en-
ergy and information transfers, respectively. The source
and relay precoders for the former boundary point are
given by (12), which yield maximum energy transfer of

to the EH receiver
and the information transfer of to the ID receiver.
Note that no transfer of information to the ID receiver is
obvious in this case, since the solution (12) means that either
the source or the relay remains turned off. On the other hand,
the source and relay precoders for the latter boundary point
are given by (14) together with (16). With these precoders
(i.e., and ), the information rate of is achieved
whereas the energy transferred to the EH receiver becomes

. It can be easily seen
that for , where , the maximum rate is
achievable with the same and that achieve the R-E pair

. The remaining boundary of R-E region that needs
to be characterized is over the interval . For
this purpose, we consider the following relaxed optimization
problem with and :

(18a)

(18b)

(18c)

(18d)

where the rank-constraints on are relaxed4. The
constraints of the optimization problem (18) are convex [28],
whereas the objective function is quasi-concave. The quasi-con-
cavity of can be proved by
showing that the ordered determinants of the bordered Hessian
matrix [29] of alternate in signs. The derivations are
skipped due to space constraints. However, the fact that the ob-
jective function of (18) increases monotonically with , which
in turn is a monotonically increasing function of , allows
us to equivalently replace (18a) by ,
where is defined as . As
a result, without loss of any optimality, (18) can be expressed as

(18b) (18c) (18d) (19)

The objective function of (19) can be shown to be convex as
follows. Since are positive scalars, are convex.
Moreover, since the Hessian matrix of the term can be
readily shown to be a positive semidefinite matrix, is a
convex function of and . Since sum of convex functions is
convex [28], (19) is a convex optimization problem. By solving
(19) and recovering optimal from optimal , it is
principally possible to characterize the R-E region described by
(17). However, since the ranks of are relaxed in (18) (or
(19)), this recovery may not be straightforward. Fortunately,
we can verify that the optimal can be recovered from the

4It is obvious that this relaxation is optimal when and are square ma-
trices, i.e., when . However, when Alamouti code is used for
avoiding rate loss in a system with , the optimality of the relax-
ation requires further investigation, which will be considered in Proposition 2.
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optimal without any loss of optimality. The main idea
is to utilize the Shapiro-Barvinok-Pataki (SBP) rank reduction
result [30] derived in [31] for a semidefinite relaxation (SDR)
of complex-valued non-convex quadratically constrained
quadratic programs (QCQP). However, in order to apply SBP
result to (18), we have to equivalently formulate (18) to a
standard SDR formulation of QCQP. These contributions are
reflected in the following proposition:
Proposition 2: Rank-one optimal solutions of can

always be obtained for the optimization problem (18).
Proof: Please refer to Appendix A.

We should note that the part of the proof of Proposition 2 is
based on SBP result which is constructive, meaning that we not
only know that the rank-one solution exists, it can also be al-
gorithmically obtained when necessary [31]. This necessity de-
pends on the solutions obtained from a semidefinite program-
ming (SDP) solver in (18) and will be commented later. Note
that, although (19) is convex, the term makes it difficult
to reformulate (19) to a suitable form so that a general convex
optimization toolbox can be used for solving (19). Towards this
end, the following proposition is formulated.
Proposition 3: The optimization problem (19) is equivalent

to

(20a)

(20b)

(20c)

(20d)

(18b) (18c) (18d) (20e)

which is a convex optimization problem since (20a) is linear,
(20b) consists of linear matrix inequalities, (20c) and (20d) are
second-order cone constraints, and the constraints of (20e) are
convex.

Proof: Please refer to Appendix B.
By solving the problem (e.g., with CVX software [32])

for , we obtain the optimal rate solutions
that form the boundary of the R-E region over the interval

. It is important to emphasize that,
although (18) is equivalent to (20) and Proposition 2 shows that
rank-one optimal solutions of can always be obtained, an
SDP solver (e.g., CVX) may not give always rank-one optimal

. In such cases, a rank reduction algorithm, on the basis of
which the SBP result is derived, can be applied to the solutions
given by CVX. Interestingly, in our simulations (cf. Section V)
of (20), we have not encountered a case in which CVX yields
optimal solutions of with ranks higher than one. We now
complete this section with the following remarks:
• Remark 1: It is clear from the Proposition 2 that the op-
timal source and relay precoders are none other than the
transmit beamformers. In other words, the performance ob-
tained with the optimal solutions of should be
same as that obtained with the optimal source, relay and
ID-receiver beamformers without OSTBCs. However, in
contrast to the case of aMIMO relay system without an EH
receiver [16], it is difficult to obtain these optimal beam-
formers without employing OSTBCs in our case.

• Remark 2: The use of general OSTBCs may incur rate loss.
However, the result of Proposition 2 enables us to employ
Alamouti codes, even if . This is due to the
fact that the main system equations (1) and (7) remain un-
affected except that the ranks of and reduce to two.

• Remark 3: The Alamouti code can be used to support mul-
tiple EH receivers for any . The maximum number
of EH receivers can be determined by extending the results
of Appendix A. Assume that there are EH receivers. The
corresponding rate-maximization problem with the energy
transfer constraints is given by

(21a)

(21b)

(18b) (18d) (21c)

where and denote the MIMO channels
between the source and the th EH receiver, and be-
tween the relay and the th EH receiver, respectively.
Let be the optimal solution of (21).
Consider the following problem

(22a)

(22b)

(21b) (18d) (22c)

As an extension of the proof in Appendix A, it can be
readily shown that for any optimal solution of
(22), forms an optimal solution of (21).
By the SBP result based on rank reduction algorithm [31],
(22) has an optimal solution such that

(23)

Moreover, as a necessary condition, it remains true that
and (cf. Appendix A). Be-

cause of this necessary condition and the inequality (23),
it can be easily verified that as long as , we have
optimal solutions in (21) satisfying .
For example, assume that is possible. In this case,
according to (23), we may obtain and

or and ,
i.e., we cannot guarantee that . Con-
sequently, in such cases, the full-rate OSTBCs do not
exist. Furthermore, the fact that is
guaranteed for means that the proposed OSTBC
based precoder optimization can handle up to seven EH
receivers without incurring rate reduction. The following
corollary and remark are now in order.
Corollary: For , optimal solutions with

can always be obtained in (21).
Remark 4: From the results of Proposition 2, Remark
3 and the Corollary, it can be observed that smaller the
number of EH receivers, higher is the probability that
the optimal solutions of are low-rank matrices.
This observation can be explained intuitively as follows.
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The resource allocation problem (21) (or for )
is solved in terms of by relaxing the constraints

or equivalently the rank constraints on
. This means the feasible region of (21) is larger

than that of the original problem in terms of . In
other words, the possible maximum ranks of can
be viewed as degrees-of-freedom (DoF) available for
(21). On the other hand, , which is an upper bound
to (21a), is achieved when there is no EH receiver, and
most notably with rank-one optimal solutions of
(equivalently rank-one ). Due to these reasons, it
may be argued that not all available DoF are required for
attaining the maximum value of (21a). This means that, as
the number of EH receivers increases, more DoF will be
used up, i.e., the probability of having optimal solutions
of with higher ranks increases.

IV. OUTAGE PROBABILITY-ENERGY (OP-E) REGION

In the previous section, the optimal precoders that charac-
terize the boundary of the R-E region are designed assuming
that the instantaneous CSI of channels are perfectly known. In
particular, the assumption of having perfect instantaneous CSI
at transmit nodes (source and relay) is idealistic due to the fact
that these nodes in general have to rely on the CSI fed back by
the relay and ID receiver, and the control signals transmitted by
the EH node for computing the optimal precoders. In order to
minimize the cost of CSI feedback and simplify (or relax) the
requirement for the EH receiver to allocate some of its EH time
period to transmit control signals, the precoders are designed
using the knowledge of second-order statistics of the channels.
Notice that, if the channel varies rapidly, this approach becomes
somehow inevitable, since the optimal precoders designed on
the basis of previously acquired CSI becomes outdated quickly
(see [33] and the references therein). Towards this end, we aim
to analyze the OP and examine the tradeoffs between the OP and
energy transfer. We first derive the closed-form expression for
the OP in terms of the precoders and the second-order statistics
of channels. Since the precoder optimization based on the exact
expression is nonconvex and unlikely to be tractable, we derive
an upper bound approximation to the OP and propose a convex
optimization framework for characterizing the boundary of the
OP-E region.
All MIMO channels are considered to exhibit both transmit

and receive side correlations. Using theKronceker’smodel [34],
these channels can be expressed as

(24)

where and are, re-
spectively, the receive and transmit correlation matrices
for the S-R channel, whereas the respective receive and
transmit side correlation matrices for the R-ID channels
are and . Similarly,

and represent receive
and transmit spatial correlation matrices for the S-EH channel,
respectively, whereas the respective correlation matrices for
the R-EH channel are represented by and

. The entries of and ,
are assumed to be i.i.d. ZMCSCG random variables5. We
define and . Using the
facts that

[35] and after some simple
steps, we get

(25)

where and .

A. Exact OP Expression

In this subsection, we derive a closed-form expression for the
OP. Using the ED and , we
can write

(26)

where and are
unitary matrices, and and

are the diagonal matrices repre-
senting the eigenvalues of and , respectively. Since
and are unitary, and the elements of both and

are i.i.d. ZMCSCG random variables, the entries
of and remain i.i.d.
ZMCSCG random. Let and be the
number of non-zero and , respectively.
In this case, and can be further expressed as

(27)

where and are the th elements of and . Since and
are i.i.d. ZMCSCG with the unit variance, under the assumption
that both the weights, of and of ,
are different6, and will be exponentially distributed
with parameter 1. This means that and are the weighted
sum of the exponentially distributed random variables. Note that

and represent the instantaneous SNRs of
the S-R and R-ID links, respectively. The OP as a function of
precoders is defined as

(28)

where is the predefined threshold for rate in bits/channel use.
For notational simplicity, we drop the dependence of on
and , and use the notation for in the rest of

5Without loss of generality, unit variance is assumed.
6In practice, this assumption is reasonable since small perturbations make

these eigenvalues different with a negligible effect on the final OP.
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the paper. Let be defined as . Then, the closed-
form expression for is obtained in the following proposition7.
Proposition 4: The OP, , for the ID-re-

ceiver can be expressed as

(29)

where ,

(30)

, and is the first-order modified
Bessel’s function of the second type.

Proof: Please refer to Appendix C.
It is worthwhile to mention that when and
reduces to the OP expression derived in [38].

B. Upper Bound of the OP

The derived OP expression (29) is a complicated function of
precoders, and thus, any optimization problem based on this ex-
pression is difficult. Based on this observation, we derive the
upper bound of the OP that results in a tractable precoder op-
timization problem. Towards this end, the main contribution of
this subsection is included in the following proposition.
Proposition 5: The upper bound for is given by

(31)

where and .
Proof: Please refer to Appendix D. .

It is clear from (31) that the optimal choice of and re-
duces the gap between and . Although an analytical ap-
proach for quantifying this gap is an open question and beyond
the scope of this paper, we numerically show (cf. Section V.C)
the difference between and its upper bound when , and
the precoders are optimized according to the method to be pre-
sented in the sequel.

7The outage probabilities for OSTBC based MIMO relay system have been
derived in [36] and [37] for single-antenna relay (no OSTBC at the relay) and
MIMO relay with OSTBC, respectively. Although the authors of [36] and [37]
consider correlated Nakagami- fading case, no precoders are employed at the
source and relay nodes, and thus, there does not exist a straightforward way
through which their expressions can be directly utilized to our case.

C. Precoder Optimization

The derived upper bound is not a convex function of
. However, it is a convex function of for

fixed , and for fixed . As a result, the precoder
design problem is formulated as an alternating minimization
problem where the objective is to minimize the upper bound
of the OP while maintaining the energy transfer to the EH re-

ceiver above a certain threshold value 8. By varying this value
between and , where and are in analogy
with respect to and defined in the perfect CSI case,
we obtain the boundary of the OP-E region. The corresponding
optimization problem for given is expressed as

(32a)

(32b)

(32c)

whereas the optimization problem for given , which
satisfy the constraints (32b)–(32c), is given by

(33)

Notice that for with ZMCSCG random variables
of unit variance and a deterministic matrix

can be expressed as
[39]. Using this fact and introducing the auxiliary variables

and , the optimization problem (32) can be
expressed as

(34a)

(34b)

(32c) (34c)

where and . The optimization problem
(34) can be solved by using a convex optimization toolbox,
such as CVX [32]. The solution of can be obtained
by solving , which results into

(35)

8When this threshold value is zero, the precoder design problem turns to a
scenario without an EH receiver and yields the best (minimum) OP.
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where the second equality is obtained by using the fact that
. Equation (35) can be ex-

pressed as a polynomial of th degree. The positive root of
(35), which yields minimum value of , is the solution for

. If no such positive root is feasible, (35) can be solved
using computationally efficient line search over . It follows
that the precoder optimization problem is solved by iteratively
optimizing and until a predefined convergence accuracy
is achieved. The convergence of this iterative method to a
stationary point can be confirmed as follows. Notice that our
problem is a two-block alternating optimization, where the
blocks are and . This means that for each
iteration cycle, we only have two alternating optimization
updates. Furthermore, the objective function is continuously
differentiable and the feasible set is nonempty and convex.
Under the observation that the modifications of and

to and , respectively, do not change
the optimization problem, the feasible set is also closed. As a
result, we can apply the result of Corollary 2 of [40] and verify
convergence of the alternating optimization to a stationary
point. However, due to the fact that the objective function
cannot be shown to be convex or belong to a group of general-
ized convex functions, it cannot be guaranteed that the iterative
approach converges to the global minimum. Nonetheless, in
the considered numerical examples (cf. Section V), we find
that the alternating minimization technique gives (almost) the
same result as the one obtained by solving for a fine grid
of . Moreover, it is interesting to note that the search over

can be limited to a very small region due to the fact that
can be upper bounded as . This upper bound is obvious
from (35) which is a necessary condition for the joint optimal
solutions of .
• Remark 5: In contrast to the optimization problem in the
perfect CSI case, the optimal are likely to have
higher ranks due to the fact that are related to
through the log-determinant function. As a result, in gen-
eral is a relaxed optimization problem. However, when
Alamouti code is used to avoid the rate loss, the solutions
of are optimal for . For , we
can employ rank-one or rank-two approximation methods,
such as randomization [30] (see also references therein), to
generate a feasible solution from .

• Remark 6: We describe an alternative to the OP-E region
corresponding to , which is based on the maximiza-
tion of the LTA-SNR. Notice that this approach is inspired
from other applications, such as power control [41] and
beamforming [42], [43], where the relation between the
LTA-SNR and OP is reported, i.e., maximizing LTA-SNR
is shown to be approximately equivalent to minimizing
the OP9. Following the approach of [41], the LTA-SNR
is defined as , where and

. The LTA-SNR based optimization problem
is then given by

(36a)

(36b)

(34c) (36c)

9The authors in [41] use a different notion such as certainty equivalent margin
(CEM), however, its close relation to LTA-SNR is obvious.

where (36b) is due to the fact that
[39] for with ZMCSCG random variables of unit vari-
ance. Notice that the structure of problem is similar
to the problem (18) or (19). The only difference between
these problems is that (18) depends on the instantaneous
channels, whereas depends on channel covariance ma-
trices. As a result, the results of the Propositions 2 and 3
are also applicable to the problem . Consequently,
can be solved as and the corresponding rank-one op-
timal solutions of and can be always obtained.

V. NUMERICAL RESULTS

In this section, we present numerical results that characterize
the tradeoffs between rate and energy, and OP and energy. For
all simulation examples, we take

, and consider that both the source and relay use the
Alamouti code . For a uniform linear array with a half-
wavelength spacing at each MIMO node, the spatial correlation
matrices are given by [44]

(37)

where the notation stands for either index xi or yi and
represents the th row and th column of .

Notice that is the central angle of the outgoing/in-
coming rays from the source/to the relay and is the
standard deviation of the corresponding angular spread. Similar
definitions follow for all other . In all examples, we

take for all , and

The average SNR for the S-R and R-ID links is defined
as , where is varied by changing and
taking . The optimization problems and
are solved using the CVX software [32]. While solving
(for each channel realization) and , we verified that the
condition holds true, where and are
respectively, the largest and second largest eigenvalues of the
optimal solutions of obtained from the CVX toolbox.
This indicates that optimal solutions of are roughly
rank-one matrices.

A. Effect of Correlation on R-E Region

The effect of spatial correlation on the boundary of R-E re-
gion is shown in Fig. 2. The performance of both the uncorre-
lated case, where all channel correlation matrices are identity
matrices, and the correlated case, where the channel correlation
matrices as given by (37), are considered. The boundaries of the
R-E regions are obtained by averaging over 200 independent re-
alizations of and 10. We take
dB and . It can be observed from this figure that
energy transfer improves when correlation increases, i.e., when
decreases. However, the corresponding information transfer

10The elements of these matrices are drawn from ZMCSCG distribution.
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Fig. 2. R-E regions with uncorrelated and correlated channels for
dB.

reduces. This result can be explained as follows. Notice that
higher spatial correlation means larger values for the maximum
eigenvalues of the channel covariance matrices. Based on
optimal solutions of (12), the average turns to be linearly
proportional to the largest eigenvalues of ,
meaning that correlation increases average maximum energy
transfer. On the other hand, instantaneous information rate is
limited by the weaker single-hop link, i.e., the link with smaller
largest eigenvalue. It is known that in a double-sided correlated
point-to-point MIMO channel with rank-one optimal precoder,
higher spatial correlation also results into higher spreading of
the instantaneous largest eigenvalue [45], i.e., probability of
having lower values of the largest eigenvalue also increases.
Linking above two facts, it can be intuitively said that an
increase in spatial correlation can cause reduction in average

.

B. R-E Region

In Figs. 3 and 4, we plot the boundary of the R-E region. The
R-E boundaries are obtained by averaging over 200 indepen-
dent realizations of and . The spatial
correlation matrices are taken as identity matrices (uncorrelated
case). Fig. 3 shows the tradeoff between the maximum energy
harvested by the EH receiver and the maximum information rate
transferred to the ID receiver for different values of with

and dB. It can be observed from this figure
that information transfer increases when increases, whereas
the energy transfer remains the same. In Fig. 4, the R-E region
is displayed for different values of by keeping and

dB. It can be observed from this figure that the energy
transfer increases with the increasing value of , whereas the
information transfer remains the same.

C. OP-E Region

For all simulation results of this subsection, we take
bit/channel use and set and

, where stands for iteration step, for stopping
(convergence criterion) the iterative optimization .
In Fig. 5, we compare the exact OP (evaluated by (29)) and

simulated OP for different and . The upper bound

Fig. 3. R-E regions for dB and .

Fig. 4. R-E regions for dB and .

of the OP is also displayed in this figure by taking and
. Notice that is taken since this yields smaller

gap between and its upper bound without affecting . This
shows that, although factor is required in (54) to strictly upper
bound , due to the fact that the bound (54) is tight at high SNR
region without this factor, better values of are obtained in
the considered simulation example. The precoders are obtained
by iteratively solving (with no power constraint for EH re-

ceiver, i.e., ) and . It can be observed from this figure
that the simulated and analytical OP exhibit very fine matching
for both and .
Fig. 6 shows the tradeoff between the energy harvested by

the EH receiver and the OP maintained to the ID receiver for
different values of , when and dB.
The OP-E boundary obtained with the LTA-SNR maximization
approach is also shown in Fig. 6. It can be observed from this
figure that energy transfer increases when decreases, i.e.,
correlation increases. The corresponding OP also increases.
This observation can be explained as follows. The asymptotic
OP (with respect to ) is known to provide the diversity gain
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Fig. 5. Comparison of theoretical and simulated OP and its upper bound for
.

Fig. 6. OP-E regions for dB and .

of the system. With a simple manipulation of for high
SNR (e.g., with a given ), it can be readily shown
that the diversity gain for the th hop is equal to .
This means that the diversity gain for the relay system is

. For a given optimal solution of
decreases when decreases, which

happens when spatial correlation increases. Similar result w.r.t.
symbol error probability has been reported in a point-to-point
MIMO system [24]. Furthermore, in Fig. 6, the proposed upper
bound minimization approach provides better performance
than the LTA-SNR maximization in terms of the OP-E region.
The OP-E tradeoff for different values of is shown in Fig. 7
for both the upper bound minimization and LTA-SNR maxi-
mization methods. In this figure, we take
and dB. By comparing Fig. 7 with Fig. 6, it can be
observed that the proposed method significantly outperforms
LTA-SNR, especially when and increase. For a given
antenna configuration and , increase in improves both

Fig. 7. OP-E regions for dB and .

OP and energy transfer, whereas, for the given and , the
OP improves with the increasing and/or .

VI. CONCLUSION

We proposed optimum performance boundaries of a dual-hop
OSTBC-based MIMO relay system in the presence of a low-
powered energy harvesting receiver. The tradeoffs between in-
formation rate and energy and between outage probability and
energy were characterized by the boundaries of the R-E and
OP-E regions, respectively. When perfect CSI is available, the
proposed joint source and relay precoder design is shown to be
optimal and the Alamouti codes can be employed for an arbi-
trary number of antennas at the transmit nodes and support up to
seven simultaneously existing EH receivers. For the case where
only the second-order statistics of CSI is known, the perfor-
mance tradeoffs are characterized by the OP-E region. In this
case, a tractable precoder optimization problem based on the
upper bound of the OP is proposed. Numerical results show
that the proposed method provides better tradeoff between OP
and energy when compared to the method based on maximizing
the LTA-SNR. The role of the numbers of antennas and average
SNR on the boundaries of the R-E and OP-E regions is demon-
strated with numerical results. It is observed that spatial correla-
tion increases energy transfer for both cases with instantaneous
and second-order statistics of CSI, while the corresponding in-
formation transfer/outage probability reduces/increases.

APPENDIX A
PROOF OF PROPOSITION 2

Let be an optimal solution of the problem
(18). Consider the following problem

(38a)

(38b)
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(38c)

(38d)

Let be an optimal solution of problem (38). We
claim that is also an optimal solution of
problem (18). The proof is as follows. Since is fea-
sible to (18), it can be verified that is also feasible
to (38). As such, we have

(39)

The above equation implies that is fea-
sible to (18). In addition, since and

attain the same objective value in (18),
is indeed optimal to (18).

Next, we show that optimal solutions with
can always be obtained in (38). First, by ap-

plying the Shapiro-Barvinok-Pataki (SBP) rank reduction the-
orem for complex-valued SDPs [[31], Lemma 3.1] (also [30] for
a friendly description), we know that there is an optimal solu-
tion of (38) such that

(40)

Consequently, we have and .
Second, as a necessary condition, we must have
and . This can be shown by contradiction.

Suppose that , or, equivalently, . Then,
to satisfy (38b), we must have (except for the trivial case
of ). However, having is equivalent to zero
rate in (18), which is not optimal (again, except for the trivial
case of or ). Combining the two results, we
conclude that . This completes
the proof of Proposition 2.

APPENDIX B
PROOF OF PROPOSITION 3

By introducing positive real auxiliary variables and ,
we can express the optimization problem (19) as

(41a)

(41b)

(18b)–(18d) (41c)

We introduce further auxiliary variables and ,
and rewrite (41b) as

(42)

In order to proceed to final formulation, we employ the result of
the following lemma.
Lemma 1: For the optimization problem (41), the constraint

(42) can be equivalently expressed as

(43)

Proof: We prove this Lemma by the method of contradic-
tion. Let us assume that the constraints and
are inactive at the optimality, i.e., and . We
can scale and by positive scalars and such that the
inequality constraints and become active,
i.e., we have and . This does not affect
the other constraints of (41) including the constraint .
The corresponding achieved objective function in this case turns
to

(44)

because due to the facts that
and . This shows that higher objective function value will
be achieved with and . This contradicts that
(44) is minimum. Therefore, the constraints
are not inactive at the optimality. It follows that the proof of
Lemma 1 is complete.
Using Schur-complement theorem [28], the constraints
and can be equivalently expressed as

(45)

whereas the hyperbolic constraints and
can be, respectively, expressed as

(46a)

(46b)

Thus, the proof of Proposition 3 is completed.

APPENDIX C
PROOF OF PROPOSITION 4

We have considered that are distinct for all and
are distinct for all . The following lemma provides

the probability density function (PDF) of and .
Lemma 2 (p. 11, [46]): The PDFs of the random variables

and are, respectively, given by

(47)

where , and for and

(48)

For and and takes the values of and

, respectively. .

Since and , the PDFs of and are
readily given as

(49)
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Applying (49), the OP can be expressed as

(50)

where the third equality is the result of separating the integral
into two parts and using the fact that

for . Substituting (47)–(49) into (50),
noting that , andmaking a variable substitution

, we obtain

(51)

Applying the following result [(3.324.1), [47]]

(52)

expression (29) is obtained. This completes the proof of
Proposition 4.

APPENDIX D
PROOF OF PROPOSITION 5

We first find a lower bound on .
Notice that

(53)

which is a tight bound when , i.e., when
and take large values. The lower bound in (53) is a harmonic
mean of positive variables and . Therefore, it
can be further lower bounded as

(54)

where the second inequality turns to equality only if .
Due to the lower bound of (54), can be upper bounded as

(55)

For a deterministic and independent random variables and
, we know that

. Thus, is given by

(56)

where and . Based on (56), it is easy to
see that

(57)

where the bound is tight for large values of and . Now,
consider the following probability

(58)

where are i.i.d. exponentially distributed with mean 1 and
for all and is the number of . For

any , the Chernoff bound [48] yields

(59)

where the second and third equalities are due to the facts
that are statistically independent and

. Recalling that and ,
where and are weighted sum of exponentially distributed
random variables, after using (59) and (58), we obtain the upper
bound of the OP given by (31). This completes the proof of
Proposition 5.
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